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PREFACE

The �rst symposium INDUSTRIAL ELECTRONICS � INDEL was held in 1997, and since 1998 it is organized
every other year in the �rst half of November. So far, 461 papers were presented, which in average means 51 presented
papers per Symposium. All presented papers were printed in the Symposium Proceedings. The following topics, in the
area of application of electrical engineering and information and communication technologies in industry, are covered
by the Symposium: materials and components, power electronics, circuits and systems, electrical machines and drives,
measurement methods and systems, signal processing, modelling, identi�cation and process control, renewable energy,
signal processing in electric power, and information technologies. Since 2012, the Symposium also covers the topic of
energy e�ciency. The �rst Symposium (INDEL 1997) was held on national level, whereas since 2010 the Symposium
is under IEEE technical co-sponsorship. Highly respected scientists from all around the world (all ex-Yugoslavia states,
USA, England, Germany, Austria, Bulgaria) are in the Symposium Program Committee. At the 9th INDEL � 2012
authors from Austria, B&H, France, Germany, Iran, Italy, Macedonia, Serbia, Slovenia, Spain, Turkey, Great Britain,
and the USA, presented their papers. All papers were reviewed, and since 2010 every accepted paper has to have two
positive reviews.

At plenary sessions, respected scientists and entrepreneurs presented introductory lectures from then current thematic
�elds as: �40 Years of the Faculty of Electrical Engineering Banja Luka�, �TEMPUS Projects and Cooperation between
Higher Education Institutions in the Region�, �150 Birth Anniversary of Nikola Tesla�, �Renewable Energy � Wind
Power Use�, �Power Converters in the Context of Environmental Equipment�, �Stimulus for Preferential Producers of
Electrical Power in Serbia�, �Electronic Power Measuring Devices�, �Principles of High Speed Computational Processes�,
�Technological and Logical Aspects of CMOS VLSI Circuits with Low Consumption�, �Equal Ripple Optimization of
Generalized Chebyshew Low-Pass Filters�, �Power Quality � Measurements and Analysis of Voltage Drop�, �Electric
Cars�. While celebrating 50 years of foundation of the Faculty of Electrical Engineering in Banja Luka, three plenary
lectures were presented: �50 Years of Electronics in Banja Luka�, �Cooperation between the Faculty of Electronics Ni²
and Faculty of Electrical Engineering Banja Luka�, and �Cooperation with European (UK) Universities in Research and
Education�. Plenary session authors were, among others: Vojin Oklobdºija (USA), Branko Doki¢ (FEE Banja Luka), Mili¢
Stoji¢ (FEE Belgrade), Vladimir Kati¢ (FTS Novi Sad), Van£o Litovski (FE Ni²), Slobodan Vukosavi¢ (FEE Belgrade),
Volker Zerbe (Germany), Tom Kazmierski (England), Nedeljko Peri¢ (FEEC Zagreb), Nikola Rajakovi¢ (FEE Belgrade),
Predrag Rapaji¢ (England), Predrag Pejovi¢ (FEE Belgrade), Du²ko Luka£ (Germany), Octavio Nieto-Taladriz (Spain),
Goce Arsov (FEE Skopje), Dejan Raca (Austria) and others.

Brie�y, I will summarize the contents of the plenary and keynote sessions of the 9th Symposium INDEL 2012. Plenary
session was dedicated to the 50th anniversary of the Faculty of Electrical Engineering in Banja Luka. On that occasion,
three opening speeches were given. Prof. dr Van£o Litovski spoke about the cooperation between the Faculty of Electronic
Engineering in Ni² and the Faculty of Electrical Engineering in Banja Luka. Prof. dr Predrag Rapaji¢ from the University
of Greenwich spoke about the cooperation with European universities. The speech about 50 years of electronics in Banja
Luka was given by prof. dr Branko Doki¢. Notes from that speech are comprised in the following:

�Essentially, development of electronics in Banja Luka has started a little more than �fty years ago, with engineers
which were brought to Banja Luka from bigger centres of the former Yugoslavia. Finest years of electronics in Banja
Luka were the eighties of the last century, when �Cajavec� and �Kosmos�, together had about 12000 employees. In Banja
Luka, the �rst Yugoslav microelectronics circuits and microprocessor were produced. Further, Banja Luka was the place
where radar systems, specialized computer and communications devices, electronic devices for households, automobile
equipment, medical equipment, measuring devices, detectors, etc. were designed and produced. �Cajavec� had a share
of approximately 45% of military electronics market in former Yugoslavia. Beginning of dissolution of SFRY is, at the
same time, the beginning of decline of electronic devices production. Four year long war left numerous consequences.
There was a signi�cant loss of domestic and especially foreign markets. Also, the pace of technological development was
lost. Inappropriate and irresponsible concept of economy transition just speeded up the fall. In what where production
facilities and scienti�c research laboratories of �Cajavec� and �Kosmos�, today there are private faculties, universities,
various schools, wedding and funeral saloons, etc. Out of three institutions that carried the development of electronics in
Banja Luka, just the Faculty of Electrical Engineering has remained. The �rst beginning was in the overall poverty and
without educated professionals, but those were the times rich with enthusiasm of the youth, fully aware that it had to
work on itself. Today we have professionals, but we live in the time without enthusiasm, when we wait for somebody to
some form outside and to invest in the development of modern technologies. The sooner we get rid of this misconception
and unite individual enthusiasms and turn to ourselves, the sooner we will have a new beginning and see a new beauty
of modern technologies. Is this enough for a new beginning and a long expected rise?�

Co-chair of the keynote session, at which two keynote speeches were given, was prof. dr Predrag Pejovi¢ from the
School of Electrical Engineering, University of Belgrade. Prof. dr Tom J. Kazmierski from the University of Southampton



had a notable lecture on the subject of �Energy Harvesting in Electronics: From Low Power to Zero Power�. He gave
a review of the academic and industrial state of the art in the energy harvesting technology with speci�c examples of
small scale energy harvester systems which were recently developed and put into commercial practice. Prof. dr Octavio
Nieto-Taladriz from the Polytechnic University of Madrid had an interesting lecture about �Cognitive Wireless Sensor
Networks � New challenges�. He gave an introduction to the concept of Cognitive Wireless Sensor Network (CWSN) and
discussed important characteristics of sensor node and sensor network architectures.

I would like to emphasize a very interesting lecture �150 Birth Anniversary of Nikola Tesla�, which was presented by
prof. dr Mili¢ Stoji¢ at the plenary session of the 6th INDEL 2006. I have chosen this lecture as for the importance of
impressive work of Nikola Tesla, and the way prof. Stoji¢ presented it. Here is the abstract of that lecture:

�Nikola Tesla (1856-1943) signi�cantly in�uenced technological development with his polyphase system inventions.
The system is in cornerstone of modern electrical energy production, long-distance transmission, and use of electrical
currents. Beside inventing the induction motor, he invented the Tesla coil � a high frequency transformer, which is an
essential part of all contemporary high frequency devices. Tesla also pioneered research into other e�ects produced by
his currents, such as the possibility of induction heating, ozone production, and the e�ects on the human organism. His
inventions have been crucial to the development of many of today's technologies including the radio, radar, television,
motors of all kinds, and computers. He is also credited with predicting the emerging energy problem as early as 1900.
After death of Nikola Tesla in 1943, all his belongings have been inherited by his nephew and transferred to Belgrade
where in 1955 the Nikola Tesla Museum has been opened. His ashes are also in the Museum. After his death, the name
�Tesla� was given to the unit of magnetic induction.

The Nikola Tesla Archive in Belgrade (Serbia) constitutes a unique collection of over 160000 pages of the patents
documentations, scienti�c correspondence, scienti�c papers, manuscripts, technical drawings, scienti�c measuring data,
personal documents, and legal papers as well as over 1000 original photographs of Tesla's experiments and inventions, all
of which are indispensable to the study of the history of electri�cation. Nikola Tesla's Archive in Belgrade joins Memory
of the World register.�

Sponsors of the Symposium were: City of Banja Luka, Telekom Srpske, Power utility of the Republic of Srpska, Siemens
d.o.o., Elektrokrajina Banja Luka, Elektroprenos Banja Luka, Nokia Siemens Networks Banja Luka, Government of the
Republic of Srpska, Ministry of Science and Technology, Elnos, Caldera Company, Integra, Inova.

Since 2006 accompanying activity of the symposium is the International Students Competition Hardware&Software.
The 10th International Symposium Industrial Electronics � INDEL 2014 was held in Banja Luka on November, 6-8,

2014. The Symposium was organized by Faculty of Electrical Engineering, University of Banja Luka, and under the
auspices of Ministry of Science and Technology, Republic of Srpska Government. The Symposium was organized under
the technical co-sponsorship of IEEE Bosnia and Herzegovina Section.

At the Opening Ceremony, awards were presented to scientists and organizations that have signi�cantly contributed
to the organization of the symposium since its inception:

• Mili¢ Stoji¢, Faculty of Electrical Engineering, Belgrade, Serbia

• Nikola Rajakovi¢, Faculty of Electrical Engineering, Belgrade, Serbia

• Slobodan Vukosavi¢, Faculty of Electrical Engineering, Belgrade, Serbia

• Predrag Pejovi¢, Faculty of Electrical Engineering, Belgrade, Serbia

• Vladimir Kati¢, Faculty of Technical Sciences, Novi Sad, Serbia

• Milo² �ivanov, Faculty of Technical Sciences, Novi Sad, Serbia

• Van£o Litovski, Faculty of Electronic Engineering, Ni², Serbia

• Predrag Petkovi¢, Faculty of Electronic Engineering, Ni², Serbia

• Ministry of Science and Technology, Republic of Srpska Government

• Power Utility of Republic of Srpska

• Society of ETRAN, Serbia

Symposium was opened by the President of National Assembly of the Republic of Srpska, mr. Igor Radoji£i¢.
Plenary session was dedicated to the the electric vehicles. On that occasion, three opening lectures were given.

Tamás Ruzsányi, Executive Board member of IEEE Industry Application Society, spoked about new generation of public
transport vehicles for replacing diesel buses. The speech about plug-in electric vehicles was given by prof. Vladimir
Kati¢ from Faculty of Technical Sciences, Novi Sad. Milo² Pilipovi¢, from RT-RK Institute from Novi Sad spoked about



intelligent driver-assist technologies and piloted driving. Co-chairs of the plenary session were prof. Predrag Pejovi¢,
Faculty of Electrical Engineering, Belgrade, and prof. Goce Arsov, University St. Cyril and Methodius, Skopje.

We would like to highlight that two round tables, Digital Television and Is the Sun able to cool?, were organized in
addition to the regular sessions. The second one was organized in cooperation with the Economics Institute Banja Luka.

Regular papers were presented in the following sessions: Materials and components, Power electronics, Circuits and
systems, Electrical machines and drives, Measurement methods and systems, Modeling, identi�cation and process control,
Renewable energy and energy e�ciency and Telecommunication technologies, and merged sessions Signal processing and
Information technologies. For the �rst time, along with regular oral sessions, the poster session was organized. In regular
session, the following invited papers were presented: Zoran Jak²i¢, �Optical Chemical Sensors for Industrial Application�,
Miroslav Lazi¢, �The Use of Microcontrollers in Modern Solutions of Power Electronics�, Darko Brodi¢, �Script Recogni-
tion by Statistical Analysis of the Image Texture�, and Milan Bjelica �The Personalization of a Cloud Ecosystem: Adding
Dimensions to Situational Awareness�.

Symposium Chairman

Prof. dr Branko L. Doki¢

Symposium Program Chair

Prof. dr Tatjana Pe²i¢-Br�anin
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Abstract — Transportation sector is contributing in great 

percentage (23%) to GHG emission in EU countries. In order to 

reach EU 202020 targets significant efforts to reduce vehicles´ 

exhausting gases have been made. Plug-in vehicles are foreseen as a 

part of solution, as it is expected that their share in GHG emission 

will be decreased below 10% in 2050. In the paper, an overview of 

plug-in vehicles technologies is presented. All systems are classified 

and details of electric power processing units are given. Special 

attention is placed to market perspectives of presented solutions. A 

review of present state in plug-in passenger cars production and 

prediction for coming years are given. 

Keywords - Plug-in Vehicles, Power train technologies, Market 

perspectives 

I.  INTRODUCTION 

Although EU 2020 policy target to decrease GHG emission by 
20% in 2020, the transportation sector will actually increase the 
emission and their share up to 26% in 2020 from 16.5% in 1990 
[1]. This alarming trend, which is presented with dotted line in 
Fig.1, needs swift and effective counter-measures and additional 
policies applied in a short time. Effects of these measures will 
hold the GHG emission rise at the level of 22%. Significant 
reduction is possible if low and zero emission vehicles are 
implemented. In this case it is expected that by 2050 the 
transportation sector will reduce GHG emission down to 7% - 9% 
(Fig.1 [1]).  

 
Figure 1. GHG emission of transportation sector [1] 

However, there are several options of technological solution, 
which may ensure such future mobility. This can be achieved 

with the development of mobility technologies and by focusing 
on the sustainable business concepts. The solution should include 
social aspects, environmental issues and economic views, also 
[2]. Besides electric mobility, management strategies must also 
consider other alternatives like hydrogen, biogas or fuel cells. 
These strategies actually are considering different energy sources 
and engine types, although the vehicle’s exhaust gasses depend 
on applied engine and its efficiency. In that sense (if the 
propulsion motor is considered) possible vehicles may be 
classified into three categories: 

1. IC engine vehicles - gasoline, diesel, biodiesel, natural 
gas (CNG, LNG, LPG), hydrogen (H2) 

2. Electric motor vehicles – Battery, Fuel-cells 
3. Hybrid ICE/electric motor vehicles – series, parallel, 

series/parallel 

Regarding reduction of GHG emission, future development is 
oriented toward low emission vehicles (LEV). Above 
classification indicates that there are several options for such 
development. Many research studies predict that there will be no 
single solution, i.e. that different vehicle types will be competing 
on the market [3, 4, 5].  

The study prepared for the European Commission predicts 
significant improvements in transportation power train efficiency 
[3]. This will be achieved mainly by fuel substitution; in 
particular switching from diesel to electricity in areas where 
electrification is an economically viable option Fig. 2 shows two 
projections for future development (up to 2050): shares by 
vehicles´ structure in car stocks (in %, left bars) and by fuel 
(energy) consumption by cars (in %, right bars). Left bars show 
significant decrease of classical IC engines (gasoline conversion 
and diesel conversion) share - from 96% in 2010 down to 55% in 
2050. These vehicles will be replaced mainly by electric and 
hybrid ones and in smaller percentages by LPG and CNG 
powered cars. Plug-in hybrid vehicles (PHEVs) will hold the 
largest share among this new group due to their ability to use 
both power-trains alternatively (ICE or electric motor). However, 
it will not mean that the oil consumption (gasoline and diesel) 
will be decreased in the same percentage – from 92% it will drop 
to 81%, only.  

Another study shows that annual sales of passenger light-duty 
vehicles LDV sales will dramatically change structure in next 
decades (Fig.3). Conventional gasoline and diesel cars share will 
drop from 98% in 2010 down to only 8.5% in 2050, while 
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hybrid, plug-in hybrid and electrical vehicles will grow up to 
their domination in the market (71% in 2050) [4]. 

 

 
Figure 2. Projections of vehicles´ structures and fuels consumptions [3]. 

 
Figure 3. Annual (LDV) sales by technology type (Blue map scenario) [4] 

 
Still, some authors are more conservative and show that 

different models for analyzing future developments do not give 
(predict) single vehicle or fuel technology for sustainable 
mobility to dominate in next decades [5]. They concluded that 
both regarding the lowest cost solutions and carbon constrains, 
only a diversity of technology combinations may give acceptable 
effects, so they highlights the need for research and development 
of multiple technologies. Still, the main technologies are based 
on electrical and hybrid sources.  

The success of electric mobility products depends on the 
fulfilment of users’ expectations. But in the past, electric vehicles 
(EV) were not able to meet all the needs of users and to survive 
on the market. The first ones appeared way back in the past, at 
the end of 19th century. In early 20th century they were relatively 
popular (38% of U.S. Market) until the internal combustion 
engine displaced them, due to better driving range and open-road 
energy supply infrastructure [6, 7]. They re-appeared in 1970s, 
when oil prices increased rapidly and fears about possible 
depletion of fossil fuels started to upset the public. Although 
environmental awareness contributed also to significant 
investments to R&D in this field, the resources soon became very 
limited, as driving range limitation and gasoline prices decrease 
discourage further investments. Fig. 4 shows U.S. market data – 
regular gasoline ($/gallon) vs. residential electricity ($/gallon 
equivalent). It can be seen that in that period these prices were 

very close, so there is no economic interest for the users to switch 
from ICE to electric motor vehicles [8].  

 
Figure 4. US average gasoline prices vs. Residential electricity prices – a long term 

overview. 

In the last decade the EVs are entering the third age as several 
factors are working in their favour, like enhanced technology, 
extended range, environmental awareness, very good 
performances, significantly lower energy prices, much better 
energy efficiency, etc. Today, all major car manufacturer 
companies are offering such products in a form of electric or 
hybrid ICE/electric motor vehicles (dual fuel vehicles). They are 
known with common name plug-in electric vehicles (PEVs).  

The paper gives an overview of present technology of PEVs 
and some future trends, with special look on market perspectives. 
The technical aspects are considered regarding driving train, while 
market trends are stated according to applied technology and 
present research studies.  

II. PLUG-IN ELECTRIC VECHICLES CLASSIFICATION 

Usually the PEVs are classified into plug-in hybrid electric 
vehicles (PHEVs), extended-range hybrid electric vehicles (E-
RHEVs), or battery electric vehicles (BEVs) [7, 9]. Such 
classification is presented in Fig. 5.  

 

 

 

 

 

 

 

 
Figure 5. Standard PEVs classification 

 

The PHEV is an evolutionary extension (successor) of the 
hybrid electric vehicle (HEV), which originated in the nineties in 
the form of the famous Toyota's Prius model [7]. The HEVs may 
be classified into serial HEVs, parallel HEVs and serial/parallel 
HEVs [7, 9, 10, 11]. They have different engines – ICE and 
electrical ones, so they are often called dual fuel vehicles. In that 
sense, they represent the first step in ICE vehicles electrification, 

PPlluugg--iinn  EElleeccttrriicc  VVeehhiicclleess  
((PPEEVVss))  

PPlluugg--iinn  HHyybbrriidd  EElleeccttrriicc  
VVeehhiicclleess  
((PPHHEEVVss))  

EExxtteennddeedd--RRaannggee  HHyybbrriidd  
EElleeccttrriicc  VVeehhiicclleess  ((EE--

RRHHEEVVss))  

BBaatttteerryy  EElleeccttrriicc  VVeehhiicclleess  
((BBEEVVss))  
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which is further extended with PHEVs. The main advantage of 
the PHEVs, beside enlarged capacity of battery is ability to 
charge the battery from external power supply in contrary to 
HEVs where the battery is charged only internally (by ICE-
Electric generator train or by energy recuperation). The PHEVs 
may be divided in the same manner into serial PHEVs, parallel 
PHEVs, and serial/parallel PHEVs [11]. 

The extended-range hybrid electric vehicles (E-RHEVs) are 
developed to overcome the main disadvantage of electric vehicles 
– the limited range. The batteries are enlarged and hybrid 
structure has been applied. With appearance of PHEVs this 
feature of E-RHEVs lost its importance. However, additional 
options to achieve range extensions have been proposed using 
renewable energy or different fuel-based units [12]. The most 
feasible solution for renewable energy range extender is 
application of solar arrays. It could be mounted on the vehicle top 
(internal source) to supply energy to battery during vehicle 
operation and parking or used as an external source for battery 
charging during vehicle parking time. The fuel-based range 
extenders use fuel-cells and ICE/microturbine generators. The 
fuel-cells are delivering electrical energy for battery charging, 
which has been transform from hydrogen (H2). They could be 
used as the only source of electricity, but in that case, they are 
classified as fuel-cells electric vehicle (FCEV) and represent a 
special type of EVs. The ICE/microturbine generator is not  
popular solution for passenger cars as it requires additional space 
and its operation is connected with audio noise. 

The battery electric vehicles (BEVs) are also known as full-
electric or simply electric vehicles (EVs). Their main source of 
power is electric battery, which converts chemical energy into 
electrical one and vice-versa. The energy capacity of lead-acid 
batteries used to be the main obstacle for wider application of 
EVs. Today, more advanced battery technologies in a form of 
NiMH and lithium-ion batteries are giving promising features for 
further spreading of this type of vehicle [13].  

Beside batteries, other electrical storage units may be also 
implemented - ultra-capacitors, making BEV´s energy storage 
system a hybrid one. For efficient application of these sources 
power converters (DC/DC) with specialized control strategies are 
implemented. Depending on the level of power converters 
application passive hybrids (parallel connection of battery and 
ultra-capacitor without power conversion units), semi-active 
hybrids (power converters are applied for control either battery or 
ultra-capacitor source) and active hybrids (power converters are 
applied for control of both battery and ultra-capacitor sources) 
are distinguished [12]. 

To enable power transfer, conversion and processing in power 
flow of electrical energy a complex internal electrical power 
system is needed [9, 11, 13, 14, 15, 16, 17]. Both DC and AC 
voltage lines are may be used, so BEVs with single or dual 
voltage systems can be distinguished. In single voltage systems a 
low DC voltage level of 12V or 42V are applied. For a wider 
driving range, such system has limiting transfer capabilities, so 
dual one is implemented. Dual power system combines DC and 
AC voltage lines. The DC grid consists of low voltage DC (12V) 
and high voltage DC (200-400-600V), while AC voltage of 600V 
is used for AC motor [15]. A schematic of a BEV´s electric 
power dual voltage system is presented in Fig. 6 [16]. In both 

single and dual power systems, AC voltage exists at the battery 
charger inputs (230V/400V), also. 

Although different electric motor types may be used for 
propulsion purposes in PHEVS, E-RHEVs or BEVs, 
classification regarding this item is not preset in literature or 
practice. Still, it should be noted that serial DC motor and a 
number of AC motor types (induction, synchronous, permanent 
magnet (PM), switched reluctance) are used [9, 13].  

 
Figure 6. BEV´s electric power system configuration [16]. 

III. PEV´S POWER FLOW 

The conventional ICE vehicle power train consists of energy 
source (tank), hydraulic link (fuel delivery and preparation), 
engine (ICE), transmission, a drive shaft and wheels (Fig. 7.a). 
The plug-in hybrid vehicles bring in power-train the electric 
system and electric motors/generators units.  

In series connection hybrid power train is supplied from an 
ICE and from batteries (Fig. 7.b). The ICE is driving an electrical 
generator producing electricity for propulsion done by an electric 
motor. In excess of electrical energy or in motor recuperating 
mode the electrical energy is stored in batteries. The batteries are 
also supplying the electric motor, but their role is restricted, due 
to limited stored energy. The batteries can be charged from 
outside, using on-board or off-board level 1 or mode 1 chargers 
[18, 19].  

Parallel plug-in hybrid vehicles have both ICE and electrical 
motor for propulsion, connected in parallel (Fig. 7.c). To achieve 
low emission, electric power train is used for start and 
acceleration, while ICE is used in steady driving conditions and 
for range extension.  

A combination of the series and parallel power-train is called 
series/parallel plug-in hybrid (Fig. 7.d). Again, the batteries may 
be charged from outside, using on-board or off-board chargers. In 
this case ICE may be used directly for propulsion, but also for 
driving an electricity generator for battery charging.  

The BEVs power flow is presented in Fig. 7.e. Huge batteries 
are now the main (and only) energy source for propulsion. 
Advanced energy management is applied, so energy is stored in 
batteries during braking and downhill driving. For start fast 
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acceleration a supercapacitor module may be added. The 
batteries are charged using on-board or off-board chargers, but 
the charging time can be shortened down to 20 min. (level 3 or 
mode 3, 4 chargers) [18, 19]. 

IV. PEV´S TECHNOLOGY 

For transferring energy from the battery to the electric motor 
a complex power system with different power electronics 
converters is needed. In such a system four main areas can be 
distinguished:  
1. High voltage energy source/storage system with charging-

discharging unit 
2. Electric Propulsion system 
3. Low voltage energy source/storage system with conventional 

low power loads. 
4. High power grid with ancillary loads 

Many books, papers, expertises, studies and other documents 
have been devoted to these topics, so in this paper they will be 
only slightly mentioned [7, 9, 11, 12, 14, 20, 21, 22, 23]. 
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Figure 7. The structure of an ICE, different plug-in hybrid and electric vehicles 

 

A. HV energy source/storage and charging/discharging 

systems 

The main sources of electrical energy for propulsion are 
batteries. They form a high voltage source (200-600V) using 
stored electrical energy [13]. But, the energy supply is obtained 
from battery charging stations, where the energy, coming from the 
public grid is converted into electrical one in a form suitable for 
transferring it to the batteries. Different types of electric chargers 
are available [14].  

Batteries have dual role in EVs, as electrical energy storage 
unit in charging mode and energy source in powering mode. The 
main features are energy density (in Wh/kg), which define the 
driving range, and power density (in W/kg), which define start 
and acceleration capabilities. Important characteristics are weight, 
cycle life, volume and costs. Four types of batteries were 
considered for the BEVs - Lead Acid, Nickel Cadmium (NI-Cd), 
Nickel-Metal hydride (NiMH) and Lithium Ion (Li Ion), but 
nowadays Li Ions are becoming dominant. Comparison of their 
main characteristics is given in Fig. 8 [24]. In future some 
improvements in lithium based batteries (Lithium-Metal, 
Lithium-Polymer, Lithium Phosphate....) are expected, although 
concerns on available Li reserves are present. 

 
Figure 8. Power and energy densities of selected energy storage technologies 

[24]  

For charging process a special power converter is needed. 
The charger could be placed off-board or on-board (lower size, 
long time charging). On-board charging systems can be 
conductive or inductive. Conductive chargers have wired (direct) 
contact with the grid using special socket/plug unit, while 
inductive have wireless (magnetic) transfer of energy 
[11, 14, 18, 19, 25]. 

In conductive system a grid-isolated AC/DC converter system 
is needed. Such a converter in a grid-to-vehicle (G2V) power 
flow should enable AC voltage rectification (AC/DC), voltage 
level adaptation (DC/DC) and galvanic isolation of vehicle from 
the grid (DC/DC). Fig. 9 presents a typical schematic of this 
charger supplied from a three-phase public grid.  
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Figure 9. Topology of battery charging station. 

Depending on its power size and complexity three levels are 
distinguished in USA [14, 18], and four charging modes in EU 
[14, 19, 25]. Usually a charger is on-board (Level 1, Mode 1 or 
2), giving EV flexibility and autonomy. Due to weight and size 
limitation for on-board chargers, recently chargers are placed in 
public, outside the vehicle, off-board, forming a wide network of 
battery charging station and completing energy supply 
infrastructure for EVs. They enable fast charging in 15-20 min or 
moderate speed charging in 2-3 hours (Level 3, Mode 3 or 4). 
The main obstacle is different plugs and sockets, which have been 
developed Worldwide. Three types can be distinguished and they 
are presented in Fig.10.a. A plug and inlet of the combined 
AC/DC charging system developed in Europe is presented in Fig. 
10.b. 

a)   

b)    

Figure 10. a) Charging plug-in systems Worldwide; b) DC and AC Charging plugs 
Type 2/Europe (left) and inlet of the combined AC/DC plug-in system (right) 

Future solutions predict a case of vehicle-to-grid (V2G) 
operation, so above mentioned power converters should be 
constructed in a way to provide bilateral power flow [26].  

Some of the proposals gives unified role of traction 
hardware (electric motor and inverter) and charging one making 
their functions integrated - integrated charger [14, 27]. In that 
case problems of charger weight, space, and cost are avoided. 

The integration may also allow galvanic isolation, voltage level 
adaption, better efficiency, low current harmonic content, and 
mandatory unity power factor operation. Application of multi-
phase electric motor enables easier charger integration and 
improved reliability of the whole driving train [28]. 

Inductive chargers are attractive as there is no wired contact 
(cables and cords are eliminated) [14, 22]. The energy is 
transferred via electromagnetic coupling, which makes them very 
convenient for the user. There are several solutions for the 
coupling itself, but all are based on high-frequency off-board AC 
source and on-board pickup inductance (charge port) which 
should be brought together on close distance. Disadvantage 
includes relatively low efficiency and power density, 
manufacturing complexity, size, and costs.  

B. Electric propulsion system  

Electric propulsion system consists of high-power DC/AC 
converter (traction inverter), which is connected to the HV DC 
grid, and traction motor with mechanical coupling (transmission) 
to the wheels. In some cases (4 wheel drive) the motors may be 
built into the wheels, so separate inverter for driving each motor is 
needed. There is a huge experience and practical solutions from 
industrial electric drives, including very sophisticated control 
algorithms [9, 20, 23, 29, 30, 31, 32].  

The traction inverter, which function is to provide AC power 
to the main, traction AC motor, has input voltage range between 
190 V and 400 V. The inverter is H bridge topology, composed of 
IGBT switches with free-wheeling diodes and controlled with 
space vector modulated PWM or similar advanced control 
algorithms. Different other solutions, like multi-level inverters, 
multi-phase configurations and others, have been proposed in 
order to provide easier and more precise control, increased 
reliability, higher efficiency and lower costs [13, 29, 33]. 
Although these converters are operating in switch-mode, with 
high efficiency and low losses, a sophisticated energy 
management is needed to coordinate energy flow and provide 
rational energy usage. Further improvements in these directions 
are expected in the future. 

A number of electric motor types are considered for a role of 
traction motor. Traditionally the DC motor is used in different 
electrical vehicles. It offers good driving characteristics and very 
simple and cost-effective speed control. However, high 
maintenance costs, due to sparkling and a need for frequent brush 
replacement, size and weight made DC motor unattractive in 
comparison to AC ones.  

Most of today’s solutions are based on different AC motors. 
Induction or synchronous AC motors are used as traction motors, 
due to their lower weight and costs, higher reliability and lower 
maintenance requirements.  

In HEVs and EVs interior permanent magnet synchronous 
machine (IPMSM) is employed in most of current available 
models because of its high efficiency, high torque, high power 
density, and relatively ease of field weakening operation. For 
example Toyota Prius is using 60 kW motor and 42 kW 
generator, Chevy Volt model has 110 kW motor and 55 kW 
generator built-in and Nissan Leaf a 80 kW machine. For four 
wheel drive vehicles, IPMSM are mounted inside the wheel, 
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eliminating mechanical gears and differential. This gives higher 
efficiency, less weight, and improved reliability, but has usual 
size and weight restriction. The problem with all PM machines is 
that their price strongly depends on current market conditions 
and availability of rare earth-based magnets. 

For high power propulsion, induction motor is used. For 
example, Tesla Roadster is using a 3-phase 4-pole induction 
motor of 185 kW power and with maximum speed of 6,000 rpm. 
They have reasonably good performance, simple structure and 
people have long experience in their industrial drives applications. 
Still, some improvements in increasing operating voltage, using 
copper cage rotors and custom design for automotive applications 
are possible [13, 30]. 

Significant research work is going on to improve operational 
characteristics of switched reluctance machine (SRM), which is a 
type of synchronous machine and has the simplest mechanical 
design. At the moment they are extremely noisy, have torque 
pulsation, and larger size and weight in comparison to PM 
machines. They also have lower efficiency, but the lowest costs 
and most robust structure [13, 23, 30]. They are seen as possible 
alternative solution EVs propulsion engine, if costs of rare earth 
magnets become too high. 

C. Low voltage energy source/storage system with 

conventional low power loads. 

This part of the system is dedicated to the conventional low-
power loads, which operate on 14V (or 12V) bus and which can 
be seen at the ICE vehicles, as well. As number of such loads is 
growing, there were concerns about ability of standard battery to 
supply them. In the past decade, very strong ideas to introduce 
42V bus in traditional ICE vehicles, instead of 14V existed, in 
order to meet increased electricity demand [16]. However, it was 
decided not to make such a change, so this part of the system 
remains in current shape.  

D. High power grid with ancillary loads 

Other electrical loads, which require higher power is planned 
to be attached to the HV grid. It will enable installation of more 
powerful electrical and electronic equipment, and widening the 
scope of their application. Still, the concerns rise over safety 
issues, as HV on board may be hazardous for the vehicle and 
dangerous for passengers. This is especially a problem in case of 
traffic accidents, when HV wires may be hanging unprotected 
[34]. 

V. MARKET PERSPECTIVES 

Plug-in electric vehicles are young at the market, coming in a 
new wave in automotive industry, with a goal to establish 
electrical transportation in a domain of passenger vehicles. A 
number of leading car manufacturers is turning their product 
lines in this direction. They are driven by imposed restrictions to 
emission levels of exhausting gasses introduced in USA 
legislation, new market regulation in some states of USA, huge 
subsidies by European and far-east Asian governments and 
increased awareness of population for environmental protection 
and climate change fighting. These products are entering to a 
huge, lucrative marked, which has been growing for more than 

hundred years. Therefore, the challenge for companies is to find a 
sustainable and economically competitive solution. The PEVs 
offer such a feature. Their high efficiency brings the energy costs 
to very low level. A comparison on energy costs per mile of two 
ICE vehicles (gasoline costs), a HEV and two EVs is presented in 
Fig. 11. It can be seen that ICE gasoline costs are almost five 
times higher than the EV´s and twice the HEV´s, which is very 
attractive feature of the PEVs [35].  

 

 
Figure 11. Comparison of energy costs per mile [35] 

However, limited range and poor energy supply infrastructure 
is main obstacle for the EVs. In that sense, for current conditions 
on the road and for average driving daily schedule the PHEVs are 
more attractive, although it is not zero emission solution. Figs. 2 
and 3 are actually showing these perspectives. Similar conclusion 
can be obtained from a Deutsche Bank study report, which shows 
that PEVs´ penetration in 2015 and 2020 will be 11% (2015) and 
23% (2020) [36]. These results are presented in Fig. 12. It can be 
seen that EVs share in 2015 will be only 1% of total sale or 10% 
of PEVs. In 2020 it is predicted that EVs´ share will be increase to 
4% (or 17% of PEVs).  

 
Figure 12. U.S. PEVs penetration by type (2015 and 2020) [36]. 

Current overview of data for PEVs cumulative sale in the 
World, given in Fig. 13 shows that the most of PEVs (43%) are 
sold in U.S. [37]. Next are far-eastern markets of Japan and China 
(29% in total) and then EU sales with 25% of share. 

 
Figure 13. PEVs sales share by countries [37.] 

7



Data for U.S. market are available for each month and by 
vehicle models. Fig. 14 shows an extract for the period from 
December 2010 up to August 2014. It can be seen that the sale is 
constantly increasing and that the most popular models are 
Chevrolet Volt, Nissan Leaf and Toyota Prius PHEV. 

 

 
Figure 14. EV sales in US (2010-2014) by models – updated Aug.2014.  

(Source: US Dept. of Energy, http://energy.gov/articles/visualizing-electric-vehicle-sales) 

VI. CONCLUSIONS 

Plug-in vehicles are gaining momentum and more and more 
models are offered to the market. For the present state of 
technology, especially battery characteristics, the ICE and 
Electric motor hybrid solutions are more popular. All forecasts 
for future market sales predict that PHEVs will be dominant. 
However, improvement in technology and development of 
electricity charging infrastructure in cities and on open road ion 
future may bring full electric vehicles in buyers’ attention. The 
main driving force will be their low energy consumption (high 
efficiency) and zero emission of gasses.  
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Abstract— In this paper we present an extensive literature review 

on the research progresses in Intelligent Driver-Assistance 

Systems (IDAS). IDAS monitor the car’s environment and 

driving behaviour to identify and avoid a potentially dangerous 

situations at an early stage without human input. Based on 

intelligent sensor fusion technology with full or partial context-

aware autonomy in decision-making IDAS aim to combat 

obstacles in a traffic scene using various advanced control 

systems such as Adaptive Cruise Control, Collision Avoidance 

System, Driver Drowsiness Detection System, Parking Assistance 

System, Lane Departure Warning System. Several adaptive 

safety control systems have been proposed and discussed as well 

as their interoperability issues to address different aspects in 

road situation analysis. Any autonomous advanced control 

system manufacturers launches should be selectable by the 

driver. In addition, the implementation complexity is analyzed. 

At the end of the paper we envision some research directions. To 

the best of our knowledge series-built vehicles with a piloted 

driving function will be technically feasible this decade over the 

next two to three years period. 

Keywords-autonomous; driver-assist; piloted driving 

I.  INTRODUCTION 

The automotive industry has been moving toward more 
autonomous vehicles (AVs) over the past few years. 
Autonomous technology is a technology which is installed on a 
motor vehicle and which has the capability to drive the motor 
vehicle without the active intervention or monitoring of a 
human operator. The term does not include an active safety 
system or a system for driver assistance IDAS, including, 
without limitation, a system to provide Adaptive Cruise 
Control (ACC), Collision Avoidance (CA), Electronic Blind 
Spot Detection (EBSD), Emergency Braking (EB), Lane 
Keeping Assistance (LKA), Lane Departure Warning (LDW), 
Parking Assistance (PA), Traffic Jam Assistance (TJA), or 
other similar systems that enhance safety or provide driver 
assistance, unless any such system, alone or in combination 
with any other system, enables the vehicle on which the system 
is installed (also called autonomous, self-driving, driverless or 

robotic) to be driven without the active control or monitoring 
of a human operator over roads that have not been adapted for 
its use [1][2]. Many different competing teams by major 
commercial manufacturers or universities are engaged in 
research in this area, serving as a backbone for improving the 
AV technology further. With each subsequent year, the winner 
of the race raises the bar toward truly AVs one step higher. 
Companies that currently developing self-driving cars include 
Audi, BMW, Ford, Google, General Motors, Volkswagen and 
Volvo. Those AVs are still in development stage but the 
technology is starting to show up in consumer market as well 
as receiving widespread media attention. As of beginning of 
2013, we have AVs that have driven autonomously for 
hundreds of thousands of miles. By April 2014, Google's AVs 
collectively have logged over 700.000 miles on city’s streets 
and highways without a single accident attributable to the 
automation [3]. 

A. Safety 

There are numerous reasons for bringing AV technology 
into people’s everyday-life. The first and most important 
reason is safety. Proponents of electronic driving aids in AVs 
claim they would eliminate accidents caused by driver error, 
which is the primary cause of almost all traffic accidents. 
According to the World Health Organization (WHO), 
worldwide there are 1.3 million road traffic fatalities and over 
20 million serious injuries per year [4]. Based on a literature 
survey, Smiley and Brookhuis (1987) concluded that more than 
90 percent of all traffic accidents are caused by driver failure 
via inattention, fatigue or drowsiness. As an example, a 
retrospective research recently showed that applying brakes 
half a second earlier in a car traveling at 50 km/h can reduce 
the crash energy by 50 percent, but also showed that 40 percent 
of drivers didn’t activate or apply effectively brakes before the 
collision. Research clearly shows that conventional fully 
human-driven vehicles pose a considerable safety risk. 
According to researchers, with use of IDAS, 50 percent of 
serious road traffic accidents could be avoided [5]. 

X International Symposium on Industrial Electronics INDEL 2014, Banja Luka, November 06�08, 2014
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B. Economic and Social Impacts 

The introduction of AVs could significantly ameliorate 
economic losses and negative social consequences from traffic 
accidents, as well as economic losses and environmental 
damage from traffic congestion. AVs certainly hold the 
potential to disrupt a number of Industries with high stakes in 
this rapidly evolving market: Automotive, Insurance, and 
Healthcare to name a few. Simultaneously, an opportunity 
arises for innovative firms to introduce a scale of creative new 
business models. Companies engaged in automotive software 
development for in-car applications will boom. The 
semiconductor market for IDAS will grow significantly in the 
foreseeable future, according to IMS Research’s automotive 
semiconductor study. For instance, the microcontroller 
(MCU)/DSP market in IDAS applications was $70 million in 
2011 and is estimated to rise to $150 million by 2018. To 
achieve economies of scale, IDAS must be targeted also at mid 
and low-end vehicles segments. IDAS would allow drivers and 
passengers now with new time on their hands to do other things 
while traveling such as working, relaxing or sleeping. Speed 
limits are likely to be raised significantly. Furthermore, use of 
IDAS could dramatically improve traffic flow, eliminate or 
reduce traffic collisions, cut insurance costs, while fuel 
economy from congestion avoidance and more efficient long-
distance cruising are big potential bonuses. According to a 
report from investment bank Morgan Stanley, AVs can 
contribute $1.3 trillion in annual savings to the U.S. economy 
alone, with global savings estimated at over $5.6 trillion. 

From a marketing point of view, driver comfort also poses 
a strong impetus for the development of IDAS. Commercial car 
manufacturers invest substantial effort in the development and 
improvement of comfort enhancing electronic features such as 
navigation, ACC and PA systems. Studies show that drivers 
identify with the contributions of immersive experience and 
enjoyment from increasing interaction while using these new 
technologies. 

This paper is organized as follows. Below, in section II, we 
will give a description of the IDAS and the functional blocks 
that comprise it. Section III concludes the paper and presents 
future development directions. 

II. INTELLIGENT DRIVER-ASSISTANCE SYSTEMS (IDAS) 

IDAS are considered a key technology when it comes to 
moving toward accident-free driving. IDAS monitor the car’s 
environment and driving behaviour to identify and avoid a 
potentially dangerous situations at an early stage without 
human input. Based on intelligent sensor fusion technology 
with full or partial context-aware autonomy in decision-making 
IDAS aim to combat obstacles in a traffic scene in a non-
intrusive and naturalistic manner using various advanced 
control systems. IDAS features are either built into cars or 
available as add-on packages. Bolstered by increasingly 
powerful and affordable sensors, vision/camera systems, car 
data networks, sophisticated algorithms, these invisible multi-
tasking co-pilots will redefine the nature of driving. Next-
generation IDAS will increasingly utilize wireless network 
connectivity improving Vehicle-to-Vehicle (V2V) and 
Vehicle-to-Infrastructure (V2I) communication. Before 

introducing any IDAS feature, every component of the same 
must be certified and the consequences of such system use 
should be identified. 

A. Current Trends in IDAS Design 

In order to process multiple algorithms in parallel and 
develop a scalable architectures, IDAS designers are 
increasingly turning to FPGAs and PSoCs (Programmable 
SoC) [6]. FPGAs present a compelling viable alternative to 
IDAS design compared to fixed-function devices. FPGAs 
provide IDAS designers capability to quickly customize the I/O 
structures, hardware and data pipeline to be optimized for a 
specific algorithm as well as faster time to market, lower risk 
and cost of ownership than standard ASIC (Application-
Specific Integrated Circuit) and ASSP (Application Specific 
Standard Product) approaches. The industry lacks 
interoperability specifications for laser, radar and video data in 
the car network. Also lacks standards for embedded vision-
processing algorithms. For instance, commercial manufacturers 
use multiple data communication standards for audio-video 
data, such as MOST (Media Oriented System Transport), 
Ethernet AVB, and LVDS. IDAS must support a mass of 
interfaces to ensure adoption across a spectrum of possible 
interfaces. Most important requirements of IDAS includes: 

• Higher levels bandwidth and performance for 
processing video streams from multiple cameras. 

• Real-time processing due to multitude of sensor 
inputs. 

• Transmit, receive, and translate between multiple 
communication standards. 

 

Figure 1.  An example of PSoCs based IDAS architecture 

B. Digital Sensors 

Intelligent data fusion technology also known as the car’s 
Artificial Intelligence (AI) use a probabilistic approach 
aggregating and analyzing many sensor readouts into a 
combined assumption. IDAS can respond to dangerous 
situations using actuators roughly 1000 times faster than 
humans on average, and with potentially far greater precision. 
By comparison, even the professional drivers can only react 
within about ½ second to new stimuli, while average human 
reaction time is over second under most driving circumstances 
[7]. State-of-the-art AVs use a variety of sensors such as: 

1. Multi Purpose Camera – Offering megapixels 
resolution, monitor driver eye/face inside of car, 
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lane markings by spotting the contrast between the 
road surface and the boundary lines. 

2. Stereo Vision Camera – Offer three dimensional 
(3D) environment detection, spotting potential 
hazards like pedestrians and predicting where they 
are headed. 

3. Infrared Camera – For instance, Mercedes’ Night 
View Assist system uses two headlamps to beam 
invisible, infrared light onto the road ahead. A 
computer converts the detected IR signature 
information from the windshield-mounted camera 
and shows the illuminated image on the driver’s 
display. 

4. Radar - High-end cars are already equipped with 
radars, which can detect and track nearby objects. 
For instance, Audi’s ACC with stop & go 
function, uses radar system which monitors the 
area in front of the car in a 35-degree field of view 
and at a distance of up to 250 meters. Two radar 
sensors in the rear monitor events behind the car at 
a distance of up to 70 meters. 

5. LIDAR – Google’s AVs uses rooftop mounted 
Light Detection and Ranging system, which uses 
64 lasers, spinning at upwards of 900 rpm, to 
generate 360° real-time map of the vehicle's 
surroundings. 

6. GPS - Provide vehicle’s geo-location information 
and navigation capabilities. 

7. Wheel Encoder – Google’s AVs uses wheel-
mounted sensors which can measure the velocity 
of the car as it maneuvers through traffic. 

Below is an example of how Google’s cars work fusing 
multiple sensor inputs [8]: 

• The driver sets a destination. The car’s software 
calculates a route and starts the car on its way. 

• A rotating LIDAR sensor monitors a 60-meter 
range around the car and creates a dynamic 3D 
map of the car’s surroundings. 

• A sensor on the left rear wheel monitors sideways 
movement to detect the car’s position relative to 
the 3D map. 

• Radar systems in the front and rear bumpers 
calculate distances to obstacles. 

• Artificial Intelligence (AI) software in the car is 
connected to all the sensors and has input from 
Google Street View and video cameras inside the 
car. 

• The AI simulates human perceptual and decision-
making processes and controls actions in driver-
control systems such as steering and brakes. 

• The car’s software consults Google Maps for 
advance notice of things like landmarks and 
traffic signs and lights. 

• An override function is available to allow a 
human to take control of the vehicle. 

Due to the diverse characteristics of driving sensors may 
fail. IDAS must function under a variety of weather and 
lighting conditions. For instance, if the vision based system 
detects that the camera lens is occluded it can warn the driver 
that it is currently in non-operational mode. Fusing multiple 
sensor inputs can often provide a more effective solution than 
using a single in isolation. It will be critical for IDAS to have 
reliable and cost-effective internal feedback algorithms that can 
detect electrical or physical damages of these sensing 
components. A sensor that fails to provide new updates is 
easily detected, but a sensor that occasionally sends bogus data 
may be more difficult to detect. 

C. IDAS Technologies – Several Examples 

1) Adaptive Cruise Control (ACC) 
Today’s ACC relies on radar or laser technology. The system 

regulates the vehicle’s speed and distance to the vehicle ahead 
[9][10]. ACC enables car’s speed synchronization, adjust 
smooth lane change, reduces the number of sudden 
accelerations and decelerations and reduce accident possibility 
[11]. For instance, Audi’s ACC with stop & go function uses 
one or two radar sensors at the front of the vehicle to detect the 
reflections of objects as far as 250 meters away from the car. 
The driver can adjust the distance to the car ahead and the 
control dynamics in multiple levels. After stopping at a traffic 
light, it automatically drives off and follows the vehicle ahead 
and conversely after a longer stop, the driver must tap the 
accelerator pedal or activate the control stalk to resume driving. 
ACC with stop & go function interacts with other IDAS to 
continuously analyze all of the car’s surroundings. The system 
uses knowledge base to recognize complex scenarios and offer 
early stage support to the driver. Because it also works together 
with the optional Multi Media Interface (MMI) navigation 
plus, it knows the course of the selected route and can use this 
information to regulate the car's speed. Car manufacturers 
typically offer a number of versions of ACC for different 
model series. 

2) Lane Departure Warning (LDW) 

LDW alerts the driver when the car begins to 
unintentionally stray from its lane without obvious input from 
the driver (for instance, due to driver’s distraction or 
momentary lapse in concentration) [12]. Lane Keeping 
Support (LKS) help to counteract unintentional drift out of the 
marked lane by the driver, typically via audio alert or haptic 
warning. Both systems make use of a video camera to detect 
lane markings ahead of the vehicle by analyzing differences in 
contrast between the road surface and the lane markings. The 
car's position in the lane is then compared with additional 
information taken from the steering angle, brake and 
accelerator position sensors and whether or not the indicators 
are in use [12][13]. LDW and LKS rely on visible lane 
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markings, hence faded, missing, incorrect, markings covered 
in snow or ice can hinder the ability of those systems. 

3) Parking Assistance (PA) 

The system finds parking spaces using ultrasound sensors 
and/or video cameras that scan the side of the road in two 
dimensions while driving at moderate speed. When system 
detects a space of sufficient size, it executes a near-perfect 
reversing maneuver while the driver operates the accelerator 
or brake pedal. The PA will maneuver forward and back 
multiple times and also help driver when leaving parallel 
parking spots. Visual (via the central display) and acoustic 
signals that feature in the PA warn the driver of any obstacles. 

4) Collision Avoidance (CA) 

The system typically uses radar, laser and/or video sensors 
to detect an imminent crash. CA allows the driver to take 
appropriate corrective actions in order to mitigate, or 
completely avoid the collision event, or furthermore, takes 
action autonomously without any driver input by braking, 
steering or both [14]. CA detects proximity of other vehicles 
or pedestrians in surroundings, how much vehicle’s speed 
needs to be reduced and how close the vehicle is going off the 
road. Some of the precaution measures include: tension of the 
seat belts, moving optional memory seats forward to protect 
the car's occupants, closing of the car’s sunroof, closing of any 

open windows, partial or full braking, pedestrian detection, 
warning occupants through a buzzer. 

5) Driver Drowsiness Detection 

The system prevents accidents when the driver is getting 
drowsy. Driver fatigue (“falling asleep at the wheel”) is a 
major cause of road accidents, accounting for up to 50% of 
serious accidents on motorways and monotonous roads. The 
Driver Warning System (DWS) uses different acoustic, visual 
and haptic signals to alert the driver against his drowsiness 
which prevents from accidents [15]. 

6) Night Vision Asisstant (NVA) 

NVA increases a driver's visual perception in darkness or 
poor weather conditions beyond the reach of the vehicle's 
headlights. For example, Audi’s NVA uses thermal imaging 
camera with a 24-degree angle of aperture at the front of the 
automobile. It works in the Far Infrared Range (FIR) which 
can look up to 300 meters ahead, and reacts to the objects 
radiated heat. A computer converts the information from the 
camera into black and white images and shows them on the 
driver information system’s central display, if desired. If the 
system predicts a potentially dangerous situation because a 
person or animal is crossing the road in front of the car, for 
example, the person is marked in red and a warning tone 
sounds. The brake system is conditioned at the same time [16].  

 

 

 

Figure 2.  IDAS & sensors 
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III. CONCLUSION 

IDAS is one of the fastest growing segments in automotive 
industry. In IDAS, sensors and sophisticated algorithms are 
combined to identify the vehicle environment so that the driver 
can receive assistance or be warned of potentially dangerous 
situations at an early stage. The research is based on numerous 
interviews with commercial manufacturers and a through 
literature review. After conducting a survey we determined that 
the benefits of the technology outweigh the disadvantages so 
IDAS should be encouraged when it is superior to an average 
human driver. 

The social and economic implications of the IDAS are 
enormous. Increased safety awareness as well as government’s 
legislation presents a driving force contributing to the IDAS 
market growth. IDAS features have already become established 
in luxury, mid-range and compact cars. Automotive OEMs 
need to deploy advanced IDAS technologies in their next-
generation models in order to achieve five-star safety ratings as 
mandated by car’s safety organizations such as New Car 
Assessment Program (NCAP). Since these systems are very 
similar with the systems that are used in AVs prototypes, they 
are regarded as the transition elements on the way to the 
implementation of fully AVs. 

IDAS are currently used to increase safety in speed zones 
where driver error is most common: at lower speeds, traffic 
congestion, and at higher speeds as cruising on a highway for 
instance. There are some improvements required to be done in 
the future. It is expected that next-generation IDAS will likely 
offer greater vehicle autonomy at lower speeds and may reduce 
the incidence of low-impact crashes. Recent reports show that 
Audi’s new autonomous driving system, dubbed “Piloted 
Driving”, will debut on its luxury A8 sedan around the year 
2016. The Mercedes system, dubbed “Steer Assist,” is able to 
autonomously drive in traffic and on highways at speeds of up 
to 124 mph. Automotive supplier Bosch has also announced 
that at least one of its customers will be using its autonomous 
driving technology in 2014. Bosch’s system is designed for 
heavy traffic and works at speeds of up to 30 mph. 

 “AVs are inevitable. It’s only a matter of time,” says 
Andrew Chatham, senior staff engineer and off-board software 
lead of Google’s self-driving car program. 
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Abstract— The market for accurate and inexpensive sensors of 
chemical compounds in gases and liquids is increasing at a steady 
pace and it is expected that in 2015 the global demands should 
reach a level of more than US$ 17 billion. Industrial applications 
of optical chemical sensors include process and quality control, as 
well as environmental pollution measurements in different fields 
that include process industry, automotive, biomedical industry, 
power engineering, oil and gas industry and food industry. 
Optical sensing methods offer some distinctive advantage over 
other approaches, including the applicability in dangerous, 
flammable and explosive environments, high sensitivities, 
compact design and insensitivity to external interference. They 
can be used to recognize trace amounts of a wide range of 
different chemicals, are compatible with the existing control 
systems and can be used for multianalyte detection. This work 
first shortly reviews different schemes utilized for optical 
chemical sensing in gases and liquids. These include various 
planar and fiber-optic waveguide systems that utilize absorption, 
transmission or reflection spectroscopy, fluorescence 
measurements that may be applied to propagating or evanescent 
waves. Affinity sensing is considered, where the optical sensor 
surface or a special intermediate receptor layer binds the 
targeted analyte, which in turn causes physicochemical 
transformations that modulate the optical properties of the 
system. The most part of the presentation is dedicated to sensors 
utilizing surface plasmon polaritons in metal-dielectric 
nanocomposites. These devices offer label-free, real-time and 
multianalyte operation with sensitivities even reaching single 
molecule level. Different schemes are considered including the 
use of optical metamaterial structures for adsorption-based 
sensing. The advantages and disadvantages of these sensing 
schemes are considered. 

Keywords-chemical sensors; adsorption; plasmonic sensing; 
nanophotonics; metamaterial sensors 

I.  INTRODUCTION 

The continual development of industry and the increasing 
sophistication of the applied methods and protocols pose a 
general requirement for more complex sensing and control of 
different processes. The measurement results must be accurate, 
there should not be a lag between the appearance of a signal 
and its reading which calls for sensor speed and its online 
availability, the sensing devices must often be applied under 

difficult  conditions that include aggressive media, high or low 
temperatures, vibrations, electric or magnetic disturbances, etc. 
In addition to that, a sensor must not perturb the industrial 
process itself – for instance, electronic devices may ignite 
flammable or explosive media or cause electromagnetic 
interference.  

All-optical sensors meet many of these conditions, since 
they do not convey electric signals at all and are thus neither 
sensitive to external interference, nor they cause any; they are 
often made of robust materials and are very fast. Because of 
that they are applicable in dangerous, flammable and explosive 
environments, high sensitivities, compact design. Their design 
may be very compact, especially if nanophotonic devices with 
evanescent waves are used. Their sensitivities are extremely 
high, ensuring even the detection of single molecules [1]. They 
can be used to recognize trace amounts of a wide range of 
different chemicals, are compatible with the existing control 
systems and can be used for multianalyte detection. 

Obviously, the qualitative and quantitative assessment of 
chemical substances is not limited to process and quality 
control in processing industry and chemical plants. Chemical 
sensing finds intensive use in automotive, biomedical industry, 
power engineering, oil and gas industry and food industry, 
among other fields. For instance, a thermal power station will 
need to control its greenhouse gases emission, as well as the 
levels of different other pollutants. Generally, one will need to 
observe the levels of different industrial by-products in the 
environment and monitor the possible appearance of dangerous 
substance to prevent, avoid or mitigate chemical accidents.  

It is expected that at the present pace the global sensor 
market will reach US$ 154.4 billion in 2020 [2]. The second 
fastest growing segment in it are chemical and biological 
sensors, which should reach US$ 32.8 billion in 2020, while in 
2015 the global demands should exceed a level of US$ 17 
billion. The photonic sensors should reach a level of about US$ 
8 billion in 2015. 

A large body of literature is dedicated to chemical sensors 
that base their operation on optical mechanisms. Numerous 
research articles are being published in this field (e.g. [1, 3-11]. 
A number of review paper has been published dedicated to 

The paper is a part of the research funded by the Serbian Ministry of 
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optical chemical sensors [12-19], as well as a number of books 
[20-32]. These are written from different viewpoints and 
illuminate different facets of optical chemical – but also 
biological – sensor technologies and applications.  

Contrary to the majority of the previous publications, this 
paper gives a broad overview of different optical sensors of 
chemical or biological analytes through an attempt to give a 
systematic "bigger" picture. The accent is given to 
nanophotonic affinity-based sensors. A possible classification 
of various methods an mechanisms is proposed. The goal of 
such a concept is to create a broad framework where not only 
all of the existing devices can fit, but it may also point out to 
novel structures and methods.  

II. GENERAL CONSIDERATIONS 

A chemical sensor can be described as an analytical device 
that converts the chemical information about a chemical 
substance (analyte) into a readable output signal, usually 
electric or optical one. The chemical information may range 
from the simple presence, over the concentration of the analyte 
to a total analysis of multiple analytes. The output signal may 
be readable by an instrument or directly by an observer, and is 
proportional to the concentration of the analyte. The sensor is 
self-contained, i.e. all its units are located within the same 
package.  

Analyte itself is defined as a chemical substance present as 
a constituent in a complex sample and is of interest for an 
analytical procedure. It may denote chemical element, 
component or ion. From this point of view, a simple litmus 
paper strip may be defined as a non-reusable pH sensor with 
optical readout. Analyte may also be a biological substance, 
since the sensing mechanisms applied are identical in both 
cases, i.e. we assume there is no fundamental difference 
between a chemical and a biological sensor. 

Some requirements posed to a chemical sensor include: 

 Maximum sensitivity (defined as the ratio between the 
amount of the target analyte in a complex sample and 
the output signal.) 

 Maximum selectivity (the ability of the device to 
discerns between different analytes, including the 
similar ones.) 

 High signal-to-noise ratio (much larger value of the 
useful signal than that of the extrinsic and intrinsic 
noise). 

 High dynamic range (large ratio of the highest to 
lowest measurable concentration) 

 Fast response (response time being defined as the time 
between the onset of a concentration change at the 
sensor input and the moment the sensor measures a 
certain percent of the final value. Ideally it is a real-
time operation). 

 Maximum resolution (the smallest distinguishable 
concentration variation). 

 

4. Processing unit  
(Signal conversion & conditioning) 

Environment (mixture 
of different substances

1. Separation and 
enhancement unit 

3. Readout unit 

Transducer 

Interrogation Readout 

Receptor 

2. Sensing element 

 

Figure 1.  Layout of a general chemical sensor consisting of (1) separation 
and enhancement unit; (2) sensing element consisting of a receptor and a 
transducing element, (3) readout unit and (4) processing unit for signal 

conversion and conditioning. Red circles denote targeted analyte particles 

 

 Compact dimensions. 

 Simplicity (as simple design and use as possible; for 
instance, label-free operation). 

 Reusability (no need to discard the sensor after use or 
to regenerate it). 

 Possibility of parallel sensing of several analytes 
(multianalyte operation). 

 Nondestructive operation. 

 Possibility of online use. 

 Minimal hysteresis (defined as the difference between 
the sensor readout with measurand increasing and 
decreasing) 

 Minimum drift (signal variation with time for the same 
value of analyte concentration) 

 Maximum operating life (defined either for continuous 
operation or for the number of repeated measurements) 

 Low cost. 

A general affinity-based chemical sensing system is 
schematically presented in Fig. 1. It consists of four main 
blocks, (1) the unit for separation and possibly reaction 
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enhancement, (2) the sensing element – the structure where the 
analyte concentration causes a proportional change of the 
optical properties of the material, for instance refractive index 
change, (3) readout unit, the part of the device where the signal 
is generated and (4) the processing unit, where signals are 
conditioned and communicated further.  

The only parts that each sensor must have are the sensing 
element and the readout unit, while separation/enhancement 
unit and processing unit are optional. Also, two or more 
presented blocks may be integrated into a single unit, so that 
Fig. 1 represents a functional, rather than a structural division 
of the device. 

According to IUPAC, the sensing element itself consists of 
a receptor that transforms chemical information into energy 
measurable by transducer and a transducing unit that converts 
this energy carrying chemical information into a useful 
analytical signal [33]. Different operating mechanisms of 
transduction can be met in chemical sensors, including optical, 
electrochemical, chemical, mass sensitive (piezoelectric and 
surface acoustic), magnetic, thermometric [33]. Other 
mechanisms may include different types of radiation like 
ionizing (X-ray, beta, gamma), microwave, terahertz, etc. In 
our case the transducing mechanism must include optical 
processes. 

Further we consider the sensing process itself. The liquid or 
gaseous environment around the sensor represents a complex 
mixture of different substances that includes one or more 
analytes to be detected and quantified. In Fig. 1 these 
substances are represented by different symbols (triangles, 
small or larger circles).  

In order to improve sensor selectivity, i.e. to avoid false 
positives, we are interested to separate the target analyte from 
the mixture of other substances even before it triggers the 
sensor response. This may be done by different schemes for 
analyte separation, that include the use of receptors (ligands), 
the application of filtering structures, etc. The same structure 
may be utilized to enhance the reaction, thus amplifying the 
sensor signal. Upon that analyte arrives to the active surface of 
the sensing element.  

In this text we limit ourselves to all-optical sensors of 
chemical substances. This means that some optical property of 
the material of the sensing element is modified by the presence 
of analyte.  Such sensors are sometimes denoted as optodes or 
optrodes. Lübbers and Opitz utilized the term optode in 1975 
[34], while the term optrode was first utilized in 1984 [35] to 
denote a chemically functionalized fiber tip.  

The change of the chosen optical property modulated by the 
presence of analyte is further read out by a propagating or 
evanescent electromagnetic wave with a frequency in the 
optical range. This readout may be passive (there is no external 
interrogating beam, the structure itself emits the output signal) 
or active (an interrogating optical beam impinges on the 
sensing element, the presence of analyte changes its properties, 
and the modulated beam is further used as the output signal. 

The processing unit may include light source for 
interrogating beam (e.g. LED diode or laser), photodetector for 

the conversion of the optical output signal to electric signal, 
amplifiers, multiplexers/demultiplexers, etc. 

III. SENSOR EXPOSURE MODES 

Chemical sensors generally may function in four possible 
modes of exposure to the analyte:  

 Remote mode 

 Immersion 

 Adsorption 

 Absorption 

Remote mode is used when the sensor is removed far from 
the analyte-containing medium and the sensor has either to act 
actively and use electromagnetic beam to probe the medium at 
a distance or act passive and detect the emissions from the 
tested medium. An example of the remote mode of operation 
would be spectral measurement, used even to assess the 
chemical properties of deep space objects. This mode of 
operation that generally belongs to remote sensing is 
sometimes excluded from the definitions of the chemical 
sensor because of the lack of physical contact with analyte. 

Immersion is the situation when the sensor is wholly or 
partially surrounded by the medium, but no further binding 
processes occur at its surface or within its bulk. This would be 
the case when a sensing probe is dipped into fluid and the 
optical properties of fluid are directly measured. Alternatively, 
the measured fluid may fill a large cavity within the sensing 
probe. In both cases the bulk properties of the measured fluid 
are those that trigger the sensor response. 

Adsorption is a process in which an atom or molecule of a 
liquid or gaseous substance is bound to a solid surface. The 
adsorbed layer may be extremely thin, even monatomic or 
monomolecular, and it may not cover the whole surface, and 
still be sufficient to trigger a response of the chemical sensor. 
The bound substance is called adsorbate, and the solid surface 
to which the adsorbate adheres is called adsorbent. Adsorption 
occurs due to the presence of surface forces. The result of 
adsorption is an increase of the concentration of adsorbate at 
the adsorbent surface. A typical example of adsorption is 
condensation at the surface. Adsorbate may be physisorbed 
(bound by van der Waals forces or by electrostatic forces) or 
chemisorbed (bound by covalent bonding). The process 
opposite to adsorption is desorption – the removal of adsorbate 
particles from the adsorbent. 

If the binding of substance occurs within the volume of a 
solid object, the effect is called absorption, the substance 
dissolved within the volume is the absorbate and the volume 
permeated by the absorbate is the absorbent. Absorption is not 
a consequence of surface forces. A typical example of 
absorption is incorporation of hydrogen atoms within 
palladium crystal lattice. 

If the binding of particles from liquid or gas occurs within 
pores, like in nanoporous materials, the process will occur 
within the volume of the object and still it will be denoted as 
adsorption, because binding is a consequence of surface forces. 
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An example of such volume adsorption is binding of gases in 
zeolites or in activated carbon. 

Adsorption and absorption both belong to the group of 
processes called sorption. Chemical sensors generally may any 
or both of the two sorption mechanisms for their function. In 
the case of optical devices, the increased concentration of the 
analyte (sorbate) changes the optical properties of sorbent 
material. These changes are detected by the readout beam.  

The adsorption kinetics is usually described by isotherms 
that define the amount of the adsorbed substance at a constant 
temperature. For gas adsorption one typically uses the simple 
Langmuir isotherm that assumes a monolayer adsorption. If 
multilayers are formed by the adsorption of particles onto 
already adsorbed particles, one utilizes Brunauer-Emmett-
Teller (BET) isotherm. An illustration can be seen in Fig. 3. 
There are other isotherms that are used to analyze adsorption at 
the surface of chemical sensors [34, 35], but we will not 
consider them in this text. 

More than one process may occur concurrently within the 
same structure. For instance, an analyte may adsorb to the 
surface of a structure and at the same time diffuse and permeate 
its bulk.  

 

a) 

b) 

c) 

 
Figure 2.  Sensor exposure modes: a) surface adsorption; b) bulk adsorption 

in nanopores; c) absorption (permeation/dissolution). In all three cases the 
active part of the sensor is a porous ordered structure. 

 

Figure 3.  Examples of Langmuir (left) and BET (right) adsorption. 

Sensing element 

Receptor 

Analyte
Adsorbed 
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Analyte
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Figure 4.  Two mechanisms of operation of affinity-based sensors. 
a) receptor layer at the sensor surface binds targeted analyte and discards 
undesired similar species; b) ligand (e.g. fluorescent molecule) labels the 

analyte particles. 

IV. AFFINITY SENSORS 

In our further consideration we analyze adsorption-based 
sensors. The medium around a chemical sensor typically 
contains several competing species that may simultaneously 
adsorb on the same substrate. It may happen that two or more 
of these adsorbates cause the same modulation of sensor 
parameters and thus an identical output. This makes a great 
problem with sensor sensitivity. A way to avoid it is to utilize 
affinity sensors, i.e. the devices that specifically bind to a target 
analyte. 

The term "affinity sensor" was used by Schultz et al in 
1970ties [36, 37] to describe a glucose sensing device. In 
affinity sensors one utilizes material that preferentially binds 
the targeted analyte. This material is denoted as receptor and 
can be deposited to the active surface of the sensor to promote 
target-specific binding. This material is sometimes also 
denoted as ligand. An illustration of this case can be seen in 
Fig. 4a. 

One also utilizes the term ligand to denote signal-triggering 
substance (for instance, fluorescent labeling molecule) that 
binds to the target analyte in order to ensure its detection, 
Fig. 4b. Thus affinity sensor may be a device utilizing a layer 
of target-analyte binding receptor material deposited onto its 
surface, but also a device utilizing ligand molecules for 
labeling. 

V. A POSSIBLE SYSTEMATIZATION 

In the further text we introduce a classification of optical 
sensors of chemical (or possibly biological) analytes. To this 
purpose we observe the main properties of interest. We can 
consider what parameter is read out (sensor output), how is it 
modulated, i.e. which optical phenomenon is utilized to 
generate the output signal and where it all occurs, i.e. what type 
of structure is utilized as the active part of the sensor. These 

Langmuir BET
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what, how and where are interdependent and define the 
behavior of the sensor. 

A. What is modulated (macroscopic readout) 

The external world can only see changes of the 
macroscopic properties of a chemical sensor caused by the 
presence of an analyte. These may be any electric, thermal, 
electric, chemical, etc. properties observable by our 
instruments. One could imagine devices that change 
temperature due to some kind of interaction between the active 
part and the analyte, modulate electric potential, change optical 
transmission, even, in some more exotic situations, change 
shape (like in bimaterial devices). The sensor may be called 
optical as long as the basic interaction that causes modulation 
is optical. 

In a strict sense we can assume that the macroscopic output 
is also optical. This is the simplest situation, and one can 
always assume that a device converting optical interaction to 
non-optical signal basically consists of two or more units, one 
generating optical output, the other converting the optical 
output to non-optical. Thus for the sake of simplicity, in this 
text we consider only the optical output. 

Two most obvious optical parameters to modulate are the 
scattering parameters of the sensor – its optical transmittance T 
and optical reflectance R. These are connected with the optical 
absorptance as A = 1 – T – R. Of course, the interaction can 
also cause optical emission or modify the already existing 
emission. One can also utilize devices that change the 
polarization of the utilized optical waves (chirality or 
handedness of the light). Thus the following macroscopic 
optical outputs can be utilized for sensor readout: 

1. Reflection  

2. Transmission  

3. Absorption  

4. Emission 

5. Polarization 

6. Phase change 

One should mention that the use of the above may not be 
obvious at a first glance. For instance, in conventional surface 
plasmon polariton-based devices one varies the measurement 
spatial angle in order to obtain the sensor. Yet, the underlying 
principle of signal readout is the determination of reflectance 
minimum related with plasmon resonance. 

The following parameters may be varied when observing 
the quoted outputs: 

1. Intensity (amplitude) 

2. Wavelength (spectral dependence) 

3. Temporal dependence 

4. Spatial distribution. 

Different outputs and varying parameters can be combined 
when obtaining the macroscopic output from the sensor. For 
instance, when measuring reflection, one can observe its 

intensity at a given moment and for a given wavelength, or 
alternatively observe its distribution across wavelengths 
(reflection spectroscopy), temporal dependence (changes of 
reflection coefficient over time), spatial dependence (reflection 
may vary across the analyzed surface). This does not relate 
with the intrinsic transduction mechanism used to obtain a 
particular change. Different mechanisms that can be used to 
modulate macroscopic output are given in the next subsection. 

B. How is it modulated (optical transduction phenomena) 

The optical phenomena that are being modulated are the 
heart of an optical chemical sensor. They are the transduction 
mechanisms itself that define the sensor behavior. These 
mechanisms further modulate transmission, reflection, 
absorption or emission of optical radiation. 

The IUPAC definition of the main modes of transduction of 
optical sensors include absorbance, reflectance, fluorescence, 
refractive index, optothermal effect and light scattering [33]. 
However, such a definition simultaneously uses several criteria 
instead of a single one, since for instance absorbance 
modulation actually represents a consequence of refractive 
index change (being proportional to the imaginary part of the 
complex refractive index that describes losses), reflectance 
changes are the consequence of the changes of the real part of 
the refractive index, etc. On the other hand, it does not take into 
account some other phenomena, like e.g. photoacoustic, 
electrochromic, etc. In this text we opted to utilize instead 
different microscopic mechanisms that modulate the properties 
listed as macroscopic outputs in subsection A. Some of them 
include: 

1) Wave superposition 

 Interferometry 

 Optical resonators 

 Diffractive methods 

2) Evanescent wave mechanisms 

 Total internal reflection 

 Surface plasmon polaritons 

 Extraordinary optical transmission 

 Surface enhanced Raman scattering (SERS) 

 Surface enhanced infrared absorption (SEIRA) 

 Dyakonov waves 

3) Photoluminescence phenomena 

 Fluorescence 

 Fosforescence 

4) Polarimetry/ellipsometry 

 Optical rotation (optical activity) 

 Optical rotatory dispersion 

 Circular dichroism 
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5) Scattering 

 Rayleigh scattering 

 Mie scattering  

 Tyndall scattering  

 Brillouin scattering 

 Raman scattering 

 Fano resonance 

6) Nonlinear optical phenomena 

 Harmonic generation by frequency mixing 
(second, third, high harmonic generation)  

 Optical rectification 

 Optical parametric generation, amplification, 
oscillation 

 Spontaneous parametric down conversion  

 Light-plasma interaction 

 Stimulated Brillouin scattering 

 Cross-polarized wave generation 

 Optical soliton interactions 

 Kerr effect 

 Four-wave mixing 

7) Quantum optical phenomena 

 Upconversion 

 Electromagnetically induced transparency 

 optically active quantum structures (e.g. quantum 
dots) 

8) Photothermal effects 

9) Photoacoustic and acousto-optic effects 

10) Photoelasticity 

11) Electro-optical mechanisms 

 Electroabsorption 

 Stark effect 

 Franz-Keldysh effect 

 Electrochromic effect 

 Pockels effect 

 Electron-refractive effect 

 Electro-gyration 

12) Transformation optics 

 Superabsorption and "optical black holes" 

 Superlensing 

 Hyperlensing 

 Sensor cloaking 

Many of the above described sensing schemes reduce to 
refractometric ones since they are based on modification of the 
complex refractive index. Also, two or more may be combined 
in the same sensor. 

C. Where is it modulated (device structures) 

We assume that an optical chemical sensor is basically an 
optical waveguide in a most general sense, i.e. a structure that 
supports electromagnetic (EM) waves. These waves may be 
propagating or localized, sinusoidal or exponentially decaying 
(evanescent); they may be transmitted, reflected, absorbed or 
emitted. The structure itself may have an arbitrary geometry 
and its electromagnetic properties can be described by a given 
spatial distribution of its complex refractive index 

 ),(),(),( ImRe rnirnrn


   

where  is the angular frequency, r is the spatial position 
vector, "Re" stands for real and "Im" for imaginary part of the 
refractive index. Thus in a general case n is frequency 
dispersive, inhomogeneous (spatially varying), anisotropic 
(with properties in a given point varying in dependence on the 
EM wave direction) and lossy. 

The complex refractive index is the basic material property 
in optical systems generally. In  

A division of waveguiding structures for optical sensors can 
be done based on the dimensions of their characteristic features 
compared to the operating wavelength : 

1) Superwavelength (characteristic dimensions much 
larger than ), 

 Spectroscopic cells 

2) Mesoscopic (characteristic dimensions comparable 
with ), 

 Planar waveguides 

 Fiber optics 

 Photonic crystals 

3) Subwavelength (characteristic dimensions much 
smaller than ) 

 Surface plasmon polariton devices 

 Nanoplasmonics 

 Metamaterials 

In the further text we will shortly describe the properties of 
some mesoscopic and subwavelength structures. Our stress will 
be on the subwavelength structures for chemical/biological 
sensors. 
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Figure 5.  Generic structure of a chemical sensor based on optical waveguide 
(top) and the scheme of optical wave propagation in the guiding layer 

(bottom). 

 

Figure 6.  Some types of rectangular channel waveguides. Top left: ridge 
waveguide; top right: rib waveguide; bottom left: strip-loaded waveguide; 

bottom right: embedded waveguide. Waveguiding layer is denoted by darker 
color. 

VI. PLANAR WAVEGUIDES 

Many chemical and biological sensors base their operation 
on all-dielectric optical waveguides that utilize total internal 
reflection (TIR) for the wave propagation. In order to ensure 
waveguiding, the dimensions of such an optical guide along at 
least one axis should be comparable to the operating 
wavelength. A generic structure of a chemical sensor based on 
planar optical waveguide is shown in Fig. 5.  

The bottom part of figure 5 illustrates how TIR supports a 
propagating wave within the waveguide. If the refractive index 
within the guide is larger than that of its environment, the 
propagation of a light beam within it will depend on its angle 
of incidence on the boundary between the guide and the 

ambient. If this angle is small enough, a part of the beam will 
reflect from the boundary, and a part will refract. When 
increasing the angle, the output beam will refract at a 
increasingly larger angle. For the incidence under the critical 
angle c no light will leave the guide, and no light will be 
reflected too. All of it will instead propagate as an evanescent 
wave strictly along the boundary. For even larger angles of 
incidence the beam will be fully reflected from the boundary, it 
will travel to the boundary at the opposite side of the guide, 
bounce from it, and thus propagate through the guide after 
repeated reflections from its boundaries – this is the TIR effect. 

If analyte is adsorbed at a boundary, usually via a receptor 
layer that specifically binds it, it will modify the local value of 
the refractive index. Thus the propagation constant of the 
guided mode will be changed and the ensuing change in 
propagation will be detected by some of the previously quoted 
external means. Thus the waveguide-based sensors are typical 
refractometric sensors. However, any of the previously listed 
transducing mechanism could be in principle used for their 
operation. Also, besides the described affinity method, some 
other mechanism could be used as well, for instance bulk 
absorption that causes physical swelling and the resulting 
change of the waveguide dimensions. 

Fig. 6 illustrates some typical planar waveguide structures 
utilized in chemical sensing. These are rectangular waveguides 
denoted as channel waveguides. Top left picture represents a 
ridge waveguide; top right is a rib waveguide. Bottom left is a 
strip-loaded waveguide where a lower index material is 
deposited over a strip waveguide. Finally, bottom right picture 
represents an embedded waveguide. Besides these geometries, 
different other refractive index profiles and geometries can be 
also used.  

VII. OPTICAL FIBERS 

An optical fiber may be regarded as a special case of 
general optical waveguide where full cylindrical symmetry 
exists and where the length of the structure is much larger than 
its radial dimensions. Optical fibers are widely used in optical 
communications [38], but one of their important applications is 
in fiber optical sensing [31]. They are used for sensing of a 
wide range of physical quantities, and one of their applications 
is chemical and biological sensing. 

In conventional optical fibers the propagation is again 
based on the principle of total internal reflection, the same as in 
planar waveguides. A typical optical fiber consists of a core 
with a higher refractive index and a cladding with a lower 
refractive index. If the refractive index abruptly changes 
between the core and the cladding, such structure is denoted as 
step-index fiber. If there is a gradient of refractive index, it is 
denoted as graded index structure. Fig. 7 shows some typical 
situations. The case (a) represents a multimode fiber with step 
index profile. The core has a larger refractive index and thus a 
TIR-guided propagation is enabled, the same as in the case of 
planar guides. The case (b) represents a single-mode fiber 
(smaller diameter core), (c) is a fiber with a gradient of 
refractive index and (d) is the situation with multiple steps. 
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Figure 7.  Some profiles of optical fibers: cross section and refractive index 
values. Darker shading corresponds to higher refractive indices. a) multimode 

fiber with step profile; b) single-mode fiber, step profile; c) graded index 
fiber; multiple-step fiber. 

The usual way to utilize an optical fiber is to remove a part 
of cladding and let the evanescent field at the core boundary 
interact directly with the analyte. Another way is to utilize 
inverted profile fibers, for instance inverted graded index (IGI), 
where larger value of index are near the fiber surface [39]. 

As far as the readout is concerned, the most often used 
mechanisms are absorbance (as defined by Beer-Lambert-
Bouguer extinction law), fluorescence measurement, 
diffraction on grating inscribed directly in the fiber and surface 
plasmon polaritons (to be described in more detail further in 
this text). Various phenomena can be utilized here, as defined 
in the description of transduction mechanisms. 

One can use one fiber for illumination and another for 
detection, or alternatively the same fiber is used for both 
(Fig. 8). 

 

Figure 8.  Readout schemes for chemical fiber optic sensors. Top: separate 
input and output (two-fiber scheme); bottom: single fiber scheme for 

simultaneous input and output. 

 

Figure 9.  Top: Fiber ring resonator for chemical sensing; middle: fiber-based 
Mach-Zehnder interferometer as sensor; bottom: Michelson interferometer for 

chemical sensing. 

One can fabricate resonators from fibers by performing 
coupling between a straight fiber section and a fiber ring, or 
between two fibers divided by a ring, as illustrated in Fig. 9 
top. This ensures the appearance of sharp peaks in spectral 
characteristics, while the index change introduced by analyte 
results in a shift of the center frequency of the resonator.  

Another possibility is to fabricate different interferometers 
using two branches of fibers, one of which is then exposed to 
analyte. Examples of such fiber structures for chemical sensing 
are Mach-Zehnder and Michelson interferometers (Fig. 9 
middle and bottom). 

VIII. PHOTONIC CRYSTALS 

Photonic crystals are artificial structures with periodically 
changing refractive index in 1D, 2D or 3D, where the contrast 
between the low and high values of refractive index is 
sufficient to ensure the existence of the wavelength range in 
which no electromagnetic waves can propagate through the 
structure. The range of forbidden wavelengths is the photonic 
bandgap (PBG) and in that range a photonic crystal behaves as 
a near-perfect mirror. It could be said that photonic crystals 
represent a generalization of Bragg interference mirrors and 
also of Bragg gratings. Light in photonic crystals behaves 
similarly to charge carriers in semiconductors – besides the 
appearance of a bandgap, energy bands exist that correspond to 
the valence and the conductive band, it is possible to introduce 
defect and surface modes, etc. 

The behavior of a photonic crystal is defined by the 
dimension of their unit cell and by the value of the refractive 
index (or dielectric permittivity) of each of its constituent parts. 

The features of a unit cell of a photonic crystal are 
comparable to the wavelength and their behavior is based on 
the diffraction effects. In order to ensure the appearance of a 
full photonic bandgap, a photonic crystal structure must have a 
sufficiently large contrast of refractive index between its "high" 
and "low" parts.  
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Figure 10.  1D, 2D and 3D Cartesian geometries (from top to bottom) for 
PBG-based chemical sensors 

Photonic crystals were introduced in 1987 [40]. Until now 
they found a plethora of applications [41-43], among which an 
important place belongs to their use for chemical and biological 
sensing [19]. 

Structurally, there are three types of photonic crystals for 
chemical sensors, Fig. 10: high-contrast Bragg layers, basically 
functioning as interference-based dielectric mirrors (1D 
structures); planar waveguides or resonators utilizing 2D 
geometry and full 3D crystal.  

The properties of photonic crystals can be tuned by the 
presence of analyte by two mechanisms: 

a) changing refractive index due to the presence of 
analyte (for instance by adsorption or absorption) and 

b) changing the unit cell dimensions, the simplest case 
being the shrinkage or swelling of the structure due to 
the presence of analyte, for instance by utilizing 
hydrogel that interacts with the targeted substance. 

 

Figure 11.  USe of 1D photonic crystals as chemical sensors. Top: absorption 
of analyte by porous defect (refractive index change); bottom: absorption of 

analyte in polymer that causes swelling (photonic crystal dimensions change) 

The two basic methods of sensing of chemical substances 
are illustrated in Fig. 11 for the case of 1D photonic crystal. A 
layer with different thickness and/or refractive index is 
introduced in the structure. Depending on its properties, it 
functions as an acceptor or donor defect, as per equivalence 
with semiconductors. In the transmission spectrum it shows as 
a sharp peak (a dip in reflection). In the case shown in top the 
defect is made of a porous material with subwavelength holes, 
for instance nanoporous silicon. Upon exposure to chemicals, 
analyte fills the pores and modifies the effective value of 
refractive index. Instead of the scheme shown in Fig. 11, one 
can alternatively use structures where each layer is porous, but 
with different densities in different parts (higher hole-to-solid 
ratio means a lower effective refractive index). 

The scheme shown in bottom illustrates the possibility to 
change the dimensions of the photonic crystal. To this purpose, 
a polymer layer is introduced as a defect. The exposure to 
analyte initiates specific binding between the polymer part and 
the analyte and the result is swelling or shrinking of the defect, 
which causes a shift of the defect peak. Again, as in the 
previous case, one can utilize the variable volume material not 
only for the defect, but for the whole photonic crystal or only 
for its high or low refractive index parts. In this case the whole 
photonic crystal is infused with analyte and the resulting 
thickness change modifies the spectral characteristics. 

Obviously, the same kind of tunability is applicable in the 
case of 2D and 3D photonic crystals as well. 

A special kind of PBG structures often used for chemical 
sensing are the photonic crystal fibers [44-46], also called the 
microstructured optical fibers. These are a special kind of 2D 
photonic crystals that are produced in the form of fibers. A 
high refractive index contrast in these structures is obtained by 
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introducing hollow (air filled) channels within the fiber, or 
using some other type of microstructuring to ensure the 
contrast. There are several basic types of photonic crystal 
fibers, as shown in Fig. 12. The first type are the so-called 
holey fibers, structures with a hollow core and hollow channels 
around it (top left). The core may also be solid (top right). 
There are combination of hollow channels with conventional 
step index optical fibers (bottom left) where the channels 
ensure better index contrast and thus better guiding. Finally, 
there is a Bragg-type fiber (bottom right) which basically 
represents a cylindrical version of 1D photonic crystal and 
where concentric layer with alternating low and high refractive 
index are used to confine light. 

Of the listed structures, those with hollow core are the most 
convenient for sensing, since the core can be filled with 
analyte, the interrogating light is simultaneously confined 
within the same space and the optical paths can be very long. 
However, structures with solid core were also proposed for 
chemical sensing [42]. 

IX. SURFACE PLASMON POLARITON DEVICES 

Surface plasmons polaritons (SPP) may be defined as 
oscillations of free charge carriers in conductive material near 
an interface with dielectric which are coupled with 
electromagnetic radiation propagating across the interface. The 
relative dielectric permittivity  in the conductive part is 
negative in the range of interest, and positive in the dielectric 
part. Typically the conductive material is metal (usually gold or 
silver. Other alternative materials can be sometimes used, for 
instance transparent conductive oxides (indium tin oxide, 
doped zinc oxide, tin oxide, etc.), semiconductor materials, 
intermetallics, graphene, etc. These conductors are all denoted 
as plasmonic materials [47-49].  

 

 

Figure 12.  Different types of photonic crystal fibers for chemical sensors. 
a) hollow core fiber (holey fiber); b) solid-core fiber; c) mixed-type (hole-

assisted fiber); d) Bragg fiber ("OmniGuide") 

The electromagnetic wave in SPP is confined to the 
interface and evanescent (exponentially decaying) in the 
perpendicular direction. In chemical sensors one also 
encounters the spatially confined SPP that exist on a 
conductive nanoparticle (localized surface plasmons polaritons, 
LSPP). The science dedicated to the research and application of 
SPP phenomena and devices is called plasmonics [50-53]. 

In the simplest case, SPPs at the interface between two 
semi-infinite media with opposite signs of dielectric 
permittivity are not plane electromagnetic waves. Their energy 
is concentrated in the narrow region near the boundary plane. 
SPPs are TM (transverse-magnetic) polarized, and because of 
that they are called polaritons. In other words, magnetic field 
and wavevector of the SPP lay in the plane of interface, while 
electric field of the wave is both perpendicular and parallel to 
the wavevector components. TE polarized component of 
electromagnetic field cannot form a surface wave at a simple 
metal-dielectric interface. 

A SPP wave has its largest value in the interface between 
the -positive and -negative part and decays exponentially in 
the both normal directions. If an analyte adsorbs to the sensor 
surface in an ultrathin layer, this will mean that the regions 
where the SPP is concentrated and the region where the analyte 
is present will overlap. Thus an SPP-based sensor will be able 
to "see" even minute amounts of analyte. Actually the 
conventional SPP sensors have long been able to distinguish 
even a few percent change of the composition of a monatomic 
or monomolecular layer [54]. 

The wavevector of a SPP is much larger than that of a 
propagating optical beam in the free space for the same 
frequency. Thus it is necessary to match the wavevector 
between the two. The most often used approach for the 
conventional SPP chemical sensors is the Kretchmann method 
[55]. An illustration of this method is shown in Fig. 5, with a 
dielectric hemicylinder presented (often a prism is used 
instead), with a goal to show that the interrogating beam is 
incident perpendicularly to the dielectric surface. The 
interrogating beam arrives to the metalized flat surface at 
exactly the critical angle and thus the created evanescent wave 
is matched to the SPP.  

 

 

Figure 13.  Kretchmann configuration for SPP sensor readout 
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At the surface plasmon resonance there will be a strong dip 
in the reflection spectrum that corresponds to a given angle of 
incidence and output. When an ultrathin layer of analyte 
adsorbs to the surface, its refractive index changes the 
propagating conditions of the evanescent SPP waves and thus 
the angle is changed. The angular shift is detected in the 
readout signal, and its amount is determined by the refractive 
index of analyte. Thus a SPP sensor is actually a refractometric 
sensor, basing its operation on the refractive index change 
within the near-surface layer with a subwavelength thickness. 

The resonant nature of the SPPs actually represents an 
advantage for sensing purposes, since it causes steep gradients 
in their frequency dispersion, which results in large changes of 
scattering parameters for very small changes of the surface 
refractive index. Absorption losses in SPP structures are very 
large due to collisions of free carriers in the -negative 
material, which leads to shorter propagation paths, but this is 
not an issue for chemical sensing purposes.  

The relative dielectric permittivity  of plasmonic materials 
is negative below plasma frequency, and its dispersion is well-
described by the electron resonance model of Drude [56], also 
denoted as Drude-Sommerfeld model 
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where p is the plasma frequency,  is the damping factor (i.e. 
the imaginary part of the complex dielectric permittivity), and 
 is the asymptotic dielectric permittivity. The plasma 
frequency is  
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where ne is the free electron concentration in epsilon-negative 
part, e is the free electron charge (1.6·10–19 C), 0 is the vacuum 
permittivity (8.854·10–12 F/m), and m* is the electron effective 
mass.  

The damping factor is 
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where  is the mobility of free electrons. 

In the case of interband transitions between the valence and 
the conduction bands, dielectric permittivity is given by 
Lorentz model [57] 
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where  is the resonant frequency of the electron oscillator, 
while the apostrophe denotes values related with the 
concentration of bound electrons that participate in the 
interband transitions. 

The propagation constant of a TM polarized wave at the  
metal (m)-dielectric (d) interface is given as 


dm

dm

c 


  

Thus a change of the dielectric permittivity (and therefore 
the refractive index) of the dielectric part at the interface will 
modify the propagation constant, thus changing the 
propagation of the SPP. This is the basis of the use of SPP 
structures for sensing. 

The applicability of SPP resonance for chemical sensing 
enhancement has been recognized very early [15], and indeed 
some of the first proposed applications of the SPP were in 
refractometric sensing in thin layers at the ultrathin boundary 
layer between metal and dielectric. Currently this is probably 
the most often used optical method for chemical sensing [4, 53, 
58-60]. 

X. OPTICAL METAMATERIAL SENSORS 

The possibility to structure material at nanometer level has 
brought to a new paradigm, the electromagnetic metamaterials 
[61-67]. These can be defined as artificial structures with 
subwavelength features and with effective optical properties 
that exceed those of natural media. Theoretically envisioned in 
1967 [68], practically described in 1999 [69] and 
experimentally proven in 2001 [70], metamaterials showed 
themselves applicable in a vast number of areas. The first 
described metamaterials were those with negative refractive 
index [69], but subsequently the term has spread to other 
structures with unusual values of refractive index, for instance 
zero refractive index . Metamaterials for the optical range were 
described in [71, 72], and those utilizing surface plasmons 
polaritons in [61]. 

Since one is able to tailor a metamaterial structure almost at 
will, this means that its dispersion relation could be fully 
tailored. It is thus possible to design modes with superluminal 
group velocities (“fast light”), near-zero (“slow light”) and, as 
mentioned above, negative (“left-handed light,” propagating in 
the direction opposite to that of the phase velocity) [73].  

The possibility to design a frequency dispersion at will 
ensures tailoring of spatially strongly localized near-field 
modes (due to shortening of the wavelength for a given 
frequency), thus obtaining a very high density of states 
compared to the free space. The same energy that a 
propagating wave would carry and at the same frequency is 
here compacted into a much smaller space, thus ensuring much 
higher wave densities and much shorter wavelengths for that 
frequency. This ensures highly enhanced interaction of optical 
radiation with the surrounding material. This kind of 
engineering of optical interaction with matter ensures its 
maximization in the active area of a sensor, with a consequence 
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that its response is not only vastly increased, but also localized 
to a specific nano-volume. Thus a chemical sensor based on 
optical metamaterials will offer a significantly improved 
sensitivity. At the same time, a plethora of novel modes of 
operation will exist. Contrary to e.g. SPP sensors, no special 
readout schemes like Kretschmann prisms are necessary and 
the sensor designer freedom is much larger. 

Among the first descriptions of metamaterial chemical 
sensors are [74, 75]. There are many different schemes for this 
kind of devices [7, 13, 76-78]. Among the most convenient 
ones are the so-called metasurfaces, i.e. planar metamaterials 
that are compatible with the conventional planar technologies 
[13, 79, 80]. 

Probably the best known negative index metamaterial for 
the optical range is the fishnet, [81-84] the structure that 
consists of a metal-dielectric-metal sandwich perforated by an 
array of nanoholes, Fig. 14. The use of fishnet metamaterials 
for chemical sensing was described in [85, 86].  

 

Figure 14.  Fishnet metamaterial with rectangular holes. Spheres denote 
analyte atoms or molecules. 
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Figure 15.  Spectral response of a fishnet metamaterial. Aperture size 
320 nm x 280 nm, metal thickness 20 nm, dielectric thickness 200 nm, TM 

polarized in-plane response observed. 

The whole structure is dipped into analyte-containing fluid, 
i.e. the absorption scheme is used to obtain the response shown 
in Fig. 15. This causes the shift of the dip in spectral reflection. 
This is a setup obtained by applying microfludics where 
analyte flows through nanoapertures, as described in [87] for 
extraordinary optical transmission case. Thinner fishnets and 
smaller apertures are more strongly modified by analyte 
presence. 

Due to their wider range of available values of refractive 
index, metamaterial structures ensure much better control over 
electromagnetic fields. Thus a whole new field of 
electromagnetic optics emerged, the transformation optics [88-
92]. This ensured different applications, like hyperlenses for 
conversion between near-field and propagating far-field modes, 
cloaking devices, superconcentrators and superabsorbers [93-
98]. All of these structures can be utilized in chemical or 
biological sensing [99], ensuring a large number of novel 
modes of operation of these devices. 

XI. NANOPLASMONIC STRUCTURES 

Nanoplasmonic structures [25, 100-102] are nanocompo-
sites consisting of metals and dielectrics – or, in a more general 
case, of materials with positive and with negative relative 
dielectric permittivity). They represent a generalization of 
surface plasmon polariton structures – instead of having a 
simple flat boundary between semi-infinite metal and semi-
infinite dielectric, the boundary here may have virtually any 
shape. A plethora of different field modes is possible in such 
structures. They ensure full control over both frequency 
dispersion and spatial dispersion, resulting in very high field 
enhancements and unprecedented resolutions. The behaviour of 
these structures is covered by the emerging science of 
plasmonics [50, 52]. Probably the best contemporary sensors of 
chemical and biological analyte belong to the class of 
nanoplasmonic devices [4, 12, 17, 25, 103]. 

 Nanoplasmonic structures can be one-dimensional – planar 
superlattices with alternating metal and dielectric layers, 2D –
metallic nanowires, nanorods, etc. embedded in dielectric, like 
nanometer-sized analogue of artificial dielectrics[104], or 3D –
arrays of metallic nanoparticles embedded in dielectric). If the 
structure of nanoplasmonic composites is ordered and periodic, 
they are called plasmonic crystals [105]. Nanoplasmonic 
structures can be also quasiperiodic (plasmonic quasicrystals) 
[106], aperiodic [107] or even random [108].  

The basic building block of a nanoplasmonic structure, i.e. 
the artificial "atom" of such a plasmonic metamaterial, can 
have any form. This is in contrast to the natural materials, 
where there is no choice regarding the shape of the building 
blocks.  The shapes of this metallic "atom" within the dielectric 
host may vary from simple sphere to very complex form from 
regular to irregular [77].  

 A fact of large importance for sensing is the possibility to 
produce additional field localizations by changing the shape of 
the plasmonic inclusions and their geometry. Similar to the 
edge phenomena in macroscopic world, the plasmonic 
inclusions with sharp corners will localize electromagnetic 
fields, the amount of localization being larger for sharper 
corners. Also, plasmonic nanoparticles with small interparticle 
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distance (compared to the skin depth in metal) will cause 
strong coupling of surface plasmons polaritons between these 
particles, creating large field localizations in the space between 
them. This will cause high nonlocal effects and extreme 
localizations of electromagnetic field. A plethora of new modes 
and novel effects of interest for chemical sensing appears in 
such structures [105, 109].  

One of the typical situations is encountered if randomly 
distributed plasmonic nanoparticles are utilized. The may be 
placed on a surface (Fig.  16) or mixed with a fluid that 
contains analyte. 

The field intensity around the nanoparticles is high due to 
the establishment of localized surface plasmons polaritons 
(LSPP) [110-113]. When analyte is present, its refractive index 
will change the electromagnetic conditions and the result will 
be for instance color shift. Fluorescence schemes can be also 
used in this case. 

Another simple structure used for sensing are plasmonic 
nanomembranes [6, 114-117]. These are freestanding structures 
with thickness below 100 nm and extremely high aspect ratios, 
making their lateral dimensions reach millimeter, even 
centimeter range. When a surface plasmon polariton travels 
along one side of such a structure, it couples 
electromagnetically with the SPP on the other side. The result 
is the establishment of a long range surface plasmon polariton, 
which decays more slowly away from the surface and 
propagates at much larger distances than the usual SPP. This 
means that its "information distance" from the surface at which 
it can sense analytes is much larger than in conventional SPP 
structures. Because of that it is able to detect much larger 
analytes, including macromolecules and even different living 
cells. 

A nanoplasmonic structure of a large importance for 
chemical sensing are extraordinary transmission arrays. If one 
opens nanoholes with dimensions much smaller than the 
operating wavelength in an optically opaque metal layer, 
according to the classical Bethe theory no light should be 
transmitted through the nanoholes because of the polarization 
of light. However, in 1998 Ebessen experimentally proved that 
a near 100% transmission can be obtained through such 
aperture array and denoted the effect extraordinary optical 
transmission (EOT) [118]. It was proven later that the effect is 
a consequence of the establishment of surface plasmons 
polaritons at the front and the back surface and the coupling of 
the SPP between these surfaces.  

 

Figure 16.  Nanoparticles placed on a substrate (capsule shapes) surrounded by 
analyte (small spheres). 

 

 

Figure 17.  Extraordinary optical transmission structure. 

 

Figure 18.  Various types of nanoantennas. Top left: linear nanoparticle array; 
top right: Udo-Yagi nanoantenna; middle left: bow tie antenna; middle right: 
two-wire nanoantenna. Bottom left: nanosphere, the simplest nanoantenna; 

bottom middle: nanodimer, two coupled spherical nanoantennas; bottom right: 
nanorod (single wire antenna). 

 

The field intensity within the nanoapertures becomes 
several orders of magnitude larger than that impinging at the 
surface. Thus such structures ensure strong enhancement of 
nonlinear effects which is beneficial for selectivity of chemical 
sensing since different effects will occur in different analytes. 
At the same time, field concentration ensures high sensitivity 
chemical sensing at low analyte concentrations. Fig. 17 shows 
an EOT array.  

Similarly to fishnet metamaterials, EOT structures are very 
convenient for microfluidic chemical sensing schemes, where 
fluid that contains analyte is pumped through nanoapertures 
[87].  

Probably the most sensitive nanoplasmonic sensors are 
those based on nanoantennas [3, 119-122]. Nanoantenna or 
optical antenna is a plasmonic device that converts propagating 
waves into evanescent ones and back with a high efficiency. 
Field localization depends on the nanoantenna design and can 
be made deeply subwavelength. Thus interaction  with 
photodetector active region can be vastly enhanced. 

Nanoantennas are isolated structures, i.e. they function 
without a connection to any circuitry. Thus a simple spherical 
nanoparticle can be basically regarded as a dipole nanoantenna, 
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Fig. 18 bottom left. Other nanoantenna types met in literature 
include nanodimer, consisting of two nanosphere at a small 
(subwavelength) distance so that they are electromagnetically 
coupled. The distance between the two spheres in a nanodimer 
is denoted as feed gap and electromagnetic field localizations 
in it can be extremely strong. Other types are nanorod antennas 
(bottom right), bow tie antennas (middle left) that combine 
very small feed gap with the effect of sharp edges and thus 
ensures very high field localizations. Besides that it furnishes a 
broader bandwidth of optical frequencies. Two nanorods 
coupled together make a two-wire antenna (middle right). An 
array of nanodisks makes a complex linear nanoparticle array 
antenna. Stacking nanorods can make an equivalent of the 
classical Udo-Yagi antenna (top right). A vast number of 
different other nanoantennas has been reported until now. 

In 2012 a golden nanorod antenna has been used to ensure 
sensing of single non-absorbing molecules [1]. The same type 
of nanoantenna was utilized for in-situ, real time interactions 
with biomolecules in infrared spectrum (the previously quoted 
SEIRA method) [3]. Different types of plasmonic antennas are 
being considered for various applications in chemical and 
biological sensing. 

XII. CONCLUSION 

A review of different optical sensing schemes for the 
determination of chemical, biochemical or biological properties 
has been given. From the point of view of industrial 
measurements one of the most convenient families of sensors 
are those utilizing optical effects, because of their inherent 
insensitivity to electromagnetic interference, robustness under 
difficult operating conditions (vibrations, temperature stress, 
corrosive or aggressive media, etc.) and built-in fire protection 
and Ex-proofing since typically no electric signals are present. 
We proposed a new classification that is more general than that 
given by IUPAC and thus points out to some possible novel 
measurement mechanisms. Our accent is given to the more 
recently proposed subwavelength structures that utilize near 
field effects, including those based on optical metamaterials 
and plasmonics. Such structure ensure an increased degree of 
design freedom and introduce a number of new modes of 
operation. Combined with possible wireless transfer of sensor 
signal and thus an increased density of measurement locations 
and even larger robustness against difficult measurement 
conditions, this ensures a bright future for optical chemical 
sensor applications in industry. Obviously, the described 
sensors can be utilized in other areas as well, including but not 
limited to homeland defense (detection of toxins, explosives, 
etc), biomedical applications and environmental protection. 
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Abstract—The static induction transistor (SIT) is a device which 
belongs to the multichannel power FET family. Depending on its 
internal source resistance it can achieve triode or pentode like 
output characteristics. The purpose of this work is to present a 
simple model suitable for computer analysis and simulation of 
circuits containing SITs in triode-like mode of operation. The 
model is based on the SITs static and dynamic behaviour, and 
not on the physical structure and characteristics of the device. A 
possible method for extraction of the model parameters is 
proposed. The simulated static and frequency characteristics 
correspond well to the experimental results available from the 
references. The model has passed all performed tests. Although 
the proposed model is not yet an ideal solution it will help to start 
simulating circuits containing the static induction transistors for 
different applications. 

Keywords—Static induction transistor (SIT); static characteristics; 
SPICE; modeling; parameter extraction 

I.  INTRODUCTION  
The basic principles of the field-effect transistor (FET) 

were described by J. E. Lilienfeld [1] - [3], while the 
theoretical analysis was performed by W. Shockley in 1952 
[4]. In early 1950’s there were two main goals which occupied 
the scientists dealing with further development of the FET. 
The first one was a creation of semiconductor device with 
triode-like I-V characteristics and the other was the 
development of high power device based on field effect 
principles – power FET. In 1950 Y. Watanabe and J. I. 
Nishizawa, investigating the possibilities of creating 
semiconductor device with triode like characteristics have 
developed the concept of vertical “analog” transistor [5], while 
in 1952 W. Shockley proposed the, so-called, “analog 
transistor” [6]. It was shown that the saturation region in the 
FET’s I-V characteristics is a result of the internal negative 
feedback caused by the series channel resistance (rs). As a 
result the FET’s overall transconductance (Gm’) changes to 
value [7] 

Gm
’  = Gm/(1+ rs⋅Gm).                     (1) 

For rs⋅Gm >> 1 (1) reduces to: 

 

Gm
’ ≈ 1/rs                                     (2) 

On the other hand, if rs⋅Gm<<1 in the entire region, (1) 
becomes 

Gm
’  = Gm,                 (3) 

and the device will not exhibit saturation. Instead, its 
characteristics will be triode-like. 

The research considering the development of power FETs 
resulted in similar conclusions. Namely, any power 
semiconductor device should have large current carrying 
capabilities, low power losses in conducting mode of 
operation, and high blocking voltage in non conducting mode. 
These imply very short and as wide as possible device 
channel. The first attempt in creating power FET was the 
“cylindrical field-effect transistor”, proposed by H. A. R. 
Wegener [8] in 1959.  It was clear, from the beginning, that the 
width of the channel cannot be increased, without losing part of 
the wanted device characteristics, beyond certain critical value. 
The main problem was the control of the channel width for 
very short channel device. Possible solutions of this problem 
were proposed by R. Zuleeg [9] − [12] and his “Multichannel 
field–effect transistor”, as well as by S. Teszner and R. Gicquel 
[13] and their “Gridistor”. Both components are based on the 
vertical multichannel structure where many vertical channels 
are connected in parallel forming “parallel multichannel FET”. 
Due to the very short channel these devices could operate, 
depending on their gate-to-source voltage, in both: triode-like 
and pentode-like mode of operation. Unfortunately, these 
devices did not find any commercial applications.  

II. THE STATIC INDUCTION TRANSISTOR (SIT) 
Knowing the pros and contras of the multichannel FETs 

and gridistors, in 1975 J. Nishizawa and his associates have 
proposed a device based on previous two. As it was made 
clear that the main mechanism of operation of this device is 
based on the static induction it was named “static induction 
transistor” – SIT [14] − [16]. According to its output I-V 
characteristics SIT can be considered as a solid-state analogy 
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of the vacuum tube, which, at certain predefined pinch-off 
voltage, can be operated in triode-like and/or pentode-like 
mode of operation. Basically, SIT can be considered as a 
multichannel structure (Fig. 1) which, when no voltage is 
applied to the gate, is in the on-state.  

The main characteristics of the SIT, in triode mode of 
operation, are: very short channel length, low internal series 
resistance, low input (gate to source) capacitance, low noise, 
low harmonic distortions, and possibility to control high 
power at audio-frequencies. The transient on/off time is very 
short (typically around 250 ns). SIT exhibits relatively high 
voltage drop in forward conducting state (90 V for 180 A 
device, and 18 V for 18 A device). It’s current and voltage 
ratings can exceed 300 A and 1200 V, respectively. SIT’s 
operating frequency can be higher than 100 kHz which makes 
it very suitable for high-frequency high-power applications 
(audio, VHF, UHF and microwave amplifiers). The very first 
commercial SIT’s were fabricated by Tokin Corporation of 
Sendui, Japan [17]. Today, SIT became very popular for audio 
applications as building devices in A-class power audio-
amplifiers. Namely, the triode-like SIT becomes an ideal 
replacement for the vacuum triode, commonly used in these 
applications [18]. Nowadays, several companies already 
produce SIT-based audio-amplifiers.  

 
(а) 

 
D

S

G

 
(b) 

Figure 1.  Basic structure of SIT and device symbol: a) basic structure [18]; 
b) device symbol 

 

 

Figure 2.  SIT manufactured by SemiSouth [19] 

One of them is Digital Do Main from Japan, which uses 
SIT’s fabricated by Yamaha Silicon. Another one is First 
Watt, that fabricate audio-amplifiers based on SiC SIT’s 
produced by SemiSouth Company as an “application specific 
device”  for this purpose (Fig. 2) [19]. 

The typical SIT’s (triode-like and pentode-like) I-V output 
characteristics are presented in Fig. 3. 
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Figure 3.  Typical SIT output I-V characteristics 

III. SIT MODELING 
Electronic circuit design requires accurate methods of 

evaluating circuit performance. Today, because of the 
enormous complexity of modern electronic circuits, in this 
process, the computer aided circuit analysis and simulation are 
essential and can provide information about circuit 
performance that is almost impossible to obtain with 
laboratory prototype measurements. Since the appearance of 
the SIT numerous attempts have been made to develop 
appropriate device models suitable for theoretical, but also 
computer aided, analysis and simulation of the SIT based 
systems [20] − [28]. Some of these models are pure analytical 
and are based on the physical laws governing the SIT 
behaviour. However, only few of them are adapted to 
computer programs for analysis and simulation [22] (РЅрiсе), 
[25] (Saber). Unfortunately, all of these models are based on 
pentode-like (bipolar) SIT mode of operation. In lack of 
triode-like SIT models for circuit analysis and simulation and 
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having into consideration the increasing interest for this device 
in designing the output stages of audio-amplifiers [19], a 
simple parametric model suitable for Spice based simulations 
is presented below.  

A. Spice Models for Vacuum Triode  
The first approach was to modify the Spice models for 

vacuum triode based on the well-known Child-Langmuir law 
(known also as space-charge conduction law). The basic 
model was proposed in [29]. As it was not applicable for real 
triodes some improvements were presented in [30]. The 
improved model [30] is based on the behaviour of the vacuum 
triode and is not supported by its physical laws. Considering 
the fact that the SIT’s output characteristics are based on static 
induction and that they follow the exponential law rather than 
the space-charge conduction law, the final conclusion was that 
these approach cannot be easily modified into triode-like SIT 
model. On the other hand, when trying to use the derived for-
mulas [14], [15] and [31] in SIT modeling the main problem 
to solve was the model parameter extraction, as these values 
are dependent of the physical parameters and/or behaviour of 
the device. Therefore other possibilities had to be investigated.  

B. Ѕрiсе Model for SIT in triode-like mode of operation  
In 2013 the simple model for triode-like N-channel SIT 

was proposed [32]. The model is quite simple and is based on 
the results in modeling the static induction thyristor [33]. The 
model was developed using the analog behavioral modeling, 
available in any modern version of Spice, and is based on 
SIT's static and dynamic behaviour, rather than on its physical 
structure.  

The schematic structure of this model for an N-channel 
device is presented in Fig. 4.  

The model is consisted of three voltage-controlled voltage 
sources (VCVS), two diodes, two resistors and one capacitor. 
Additionally three capacitors (CGS, CGD and CDS – not shown in 
Fig. 4) can be added for better modeling of the SIT’s frequency 
response.  
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Figure 4.  N-channel Spice model for triode-like SIT 

Figure 5 presents the subcircuit definition for the model 
from Fig. 4. The .param function allows easy entering 
necessary model parameters.  

Figure 5.  Subcircuit definition for the SIT model from Fig. 4 

The diode DG is used to simulate the pn junction nature of 
the gate. While simulating the triode-like mode of SIT 
operation this diode should be reverse biased. The main 
current path is composed of two VCVS (ЕR and Е2) and the 
diode D1.  

The VCVS ЕR is used for modeling the shape of the SIT’s 
output I-V characteristics. Its voltage is actually influenced by 
the voltages across the VCVS Е2 and the diode D1. 

Besides, the VCVS Е2 serves to define and implement the 
knee of any single curve in the output characteristics. Namely, 
although this characteristic value depends on several factors it 
can be estimated as:  

( )GSGSDSB VqpVV +⋅⋅≈,
                       (4) 

where p and q are parameters which can be obtained by simple 
measurements of two curves in the family of the output 
characteristics for the value of the current of 5mA.  

In this model the diode D1 has several tasks: (1) it provides 
the forward conducting and the reverse blocking charac-
teristics of the device; (2) by adjusting the parameters rs 
(internal diode resistance), is (reverse saturation current) and n 
(diode emission coefficient) in the Spice diode model, the 
internal resistance of the device and the slope of the output 
characteristics can be modeled. In [32] the curve fitting was 
performed by trial and error and after several iterations the 
values were satisfactory determined. But, knowing that, in the 
proposed model, the drain to source voltage is defined by ЕR, 
D1 and Е2 as:  

( )

( )]1[)ln
11605

( GSGSDs
s

D

GSGSDS

VqpVIr
I
I

nT
VqpVV

−⋅⋅+⋅⋅+⋅⋅+

+−⋅⋅=
    (5) 

which, for VGS=0 (5) becomes: 
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s

D
DS Ir

I
I

nTV ⋅+⋅⋅= ln
11605

                (6) 

It is easy to calculate n as: 

.param  p=p q=q rs=rs n=n is=is re1=re1 ce1=ce1 
 

.subckt sit      3     2    1 
*-------------- D    G    S 
er  3 5 value = {v(4,1)*v(5,4)} 
d1 5 4 d1  
.model d1 d(rs= rs is= is n= n) 
e2 1 4 9 1 1  
rds 3 1 24meg 
dg 2 1 d2 
.model d2 d(rs=.3 is=1e-6)  
e1 8 1 value = {((v(2,1)* p)*(( q −v(2,1)))} 
re1 8 9 re1 
ce1 9 1 се1 
.ends 
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For all parameter calculations, the working temperature of 
the device was assumed to be 350 K.  

The value of the diode internal resistance rs, in ohms, can 
be estimated as: 

D

DS
s I

Vr
Δ
Δ≅                                      (8) 

In all simulations the value of the diode reverse saturation 
current was chosen to be 10-6A. 

The circuit consisted of VCVS Е1, resistor RЕ1 and the 
capacitor СЕ1 is, essentially, used to model the device AC 
characteristics. Additionally, in this case, it is used also to 
adapt the gate control function before including its influence 
into the main current path through VCVS ER. It should be 
noted that during the AC analysis the value of RЕ1 is to be 
equal to the value of the load drain resistance in the analyzed 
circuit.  

Although the explained model is valid for the N-channel 
SIT, its modification for simulating P-channel devices should 
not be a problem.  

IV. SIMULATION RESULTS 
Extensive simulations have been performed in order to test 

the proposed model characteristics. The model has passed all 
performed tests and can be used to analyze various types of 
power converters using SI transistors. In lack of real device the 
simulation results are compared with the measured results for 
real SITs, presented in [14], [15], [19] and [31]. All simulations 
were performed using Spice versions produced by two different 
companies:  (1) Pspice Lite v16.6 - Cadence Design Systems 
Inc. [34] and (2) LTspice v4.12t - Linear Technology 
Corporation [35]. Only few of the obtained results are 
presented below.  

A. Simulation Results - DC Mode of Operation 
Several types of SIT were modeled and their models were 

tested using both of the above mentioned Spice programs. For 
each example of SIT its model parameters were extracted from 
its measured characteristics using equations (4), (7) and (8). In 
Fig. 6 the measured [14] and simulated IDS-VDS static characte-
ristics (using the model presented in Fig. 4), for 1000 V SIT 
(fabricated by Tokin Corporation), are presented. Although 
there is a visible discrepancy between the curves for Vgs=0, 
which is caused by the relatively high value of the parameter rs 
in the diode model, it can be seen that for all other values of Vgs 
the simulated results correspond well with the measured ones.  

The simulated IDS-VDS static characteristics, for the 40 V 
SIT (2ЅК76) produced by Tokin Corporation, are presented in 
Fig. 7-b. Model parameters were extracted from the measured 
characteristics given in Fig. 7-a [15], using the method 
described above. Again, the simulated results correspond well to 
the measured ones. 

  
(а) 

 
(b) 

Figure 6.  1000 V SIT (Tokin Corp.) IDS-VDS characteristics: a) measured 
characteristics [14]; b) simulated characteristics using model from Fig. 4 with 
p=0.0714, q=100, rs=8Ω, n=6, is=10-6А (VDS is on the horisontal axis; ID is on 

the vertical axis; VGS was changed from 0 to -25 V in steps of -5 V.) 

 
(а) 

 
(b) 

Figure 7.  40 V SIT (2ЅК76) IDS-VDS characteristics: а) measured 
characteristics [15]; b) simulated characteristics using model from Fig. 4 with 
p=0.0694, q=3, rs=1.1Ω, n=4, is=10-6А (VDS is on the horisontal axis; ID is on 

the vertical axis; VGS was changed from 0 to -12 V in steps of -1 V.)  
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B. Simulation Results – Frequency Response 
It has already been said that one of today’s main 

applications of triode-like SIT is in building linear audio-
amplifiers. Therefore, the frequency response (small signal 
operation) of the proposed model has, also, been tested. The 
simulation of the frequency response, for the improved 2ЅК76 
SIT [31], was performed using the same circuit topology (Fig. 
8-a) as in [31] with the load resistance of 8 ohms. Equation (9) 
is used to adjust the high frequency amplitude response of the 
model to that of the practical device, shown in Fig. 8-b [31]. In 
(9) RE1 should have the same value as RD so the only unknown 
remains CE1. 

fH = 1/(2πRE1CE1)                               (9) 

The results are shown in Fig. 8-c. The upper cut-off 
frequency of 8 MHz has been obtained for CE1 =2.5 nF. It can 
be seen that the simulated curve correspond well to the 
measured one.  
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Figure 8.  SIT Frequency amplitude response (improved 2ЅК76): (a) circuit; 

(b) measured amplitude response from [31]; (c) simulated response using:   
CE1 =2.5 nF,  RE1 = RD=8Ω,  p=0.0694, q=3, rs=1.1Ω, n=4, is=10-6А. 

(V(33)≡vo – the solid line shows the amplitude response while the dashed line 
shows the phase response) 

 

Figure 9.  The output voltage (vo) waveform – the magnitude of the input 
sinewave voltage is chosen so that the delivered power to the 8Ω load is 

1.5W. The SIT model parameters are (100 V SIT): p=0.0714, q=100, rs=8Ω, 
n=6, is=10-6А (the signal frequency is fi = 10kHz, while RD=8Ω, C1 = 10μF, 

C2 = 100μF) 

To examine the linearity of the model transfer characte-
ristics the common source configuration from Fig. 8-a was 
used. The AC voltage source was connected to the gate of the 
device through the 10 μF capacitor. The load (RL = 8 Ω) was 
connected to the drain of the SIT through 100 μF capacitor. 
The magnitude of the input sine-wave signal was chosen so 
that the power of 1.5 W was delivered to the load [19]. The 
simulated output voltage is shown in Fig. 9. The performed 
Fourier analysis showed that the distortions of the output 
signal are lower than 1%, which is in full compliance with the 
data given in [19]. The analysis shows clearly that these 
distortions are mainly caused by the second order harmonic, 
while the amplitudes of the higher order harmonics were lower 
than 0.01% in comparison with the amplitude of the 
fundamental.  

V. CONCLUSIONS 
The Spice model for the static induction transistor is 

presented. The model is based on the device behaviour rather 
than on the physical structure of the SIT. Simple method for 
model parameters extraction from the measured characteristics 
of the real SIT has been developed. Extensive simulations 
have been performed to examine the model characteristics. 
The model has passed all performed tests and the results 
correspond very well with the experimental ones given in [14], 
[15], [19] and [31]. Although the proposed model is not an 
ideal solution it will help to start simulating various circuits 
containing static induction transistors. The first problem to 
solve is the discrepancy between the measured and simulated 
curves for Vgs = 0, when simulating the high voltage devices, 
where the value of the internal diode resistance rs is relatively 
high. One possible solution is to add a small DC bias at the 
gate input of the model. This problem will be investigated in 
details in developing an advanced SIT model.  

At least two other things are to be done in the near future: 
(1) to develop an algorithm for self extracting model 
parameters from devices data sheets; (2) to extend the model to 
covering both mode of SIT operation (triode and pentode-like) 
in order to enable full implementation of SIT for the Spice 
simulation program, or even to other circuit simulation 
program packages. 
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Abstract—In this paper the measurement methods for dielectric 

constant determination in Nb/BaTiO3 ceramics have been 

presented. The experimental results obtained using LCR meter 

with dielectric test fixture and the influence of ceramic 

microstructure on the accuracy of methods have been discussed. 

Keywords-ceramics; dielectric constant; measurement methods 

I.  INTRODUCTION 

For accurate measurement of the dielectric constant of a 
ceramics, a three-terminal system is needed [1]-[4]. The 
parallel plate measurement methods, also called the three-
terminal methods in ASTM D150 [5], involve the use of a 
parallel plate capacitor as a holder, with sample of the material 
under the test (MUT) sandwiched between the plates. These 
methods require an impedance analyzer or LCR meter. The 
measurements are at low frequencies. Typically, the methods 
use a wide frequency range from 20 Hz to 1 GHz. The MUT is 
biased by an AC source and the actual voltage across the 
material is monitored. The material test parameters, such as 
dielectric constant, are calculated by knowing the dimensions 
of the MUT and by measuring its capacitance. 

This paper presents experimental results of capacitance 
measurement and dielectric constant determination of 
Nb/BaTiO3 ceramics over a wide frequency range. The results 
are obtained with two methods: contacting electrode and non-
contacting electrode method. The dielectric constant values in 
function of frequency are considered. The influence of samples 
microstructure on the accuracy of the methods is also discussed 
in details. 

II. PARALLEL PLATE MEASUREMENT METHODS 

There are two types of parallel plate measurement methods: 
contacting electrode method, and non-contacting electrode 
method. The least accurate measurements are by contacting 
electrode method without thin film electrode. When thin film 
electrode is applied onto surfaces of the MUT, the highest 
accuracy is possible. Therefore, contacting method is the most 
widely used one [6]-[7]. The main advantage of contacting 
method is that for obtaining the dielectric constant it is 
necessary to take only one measurement. On the other hand, 
the non-contacting electrode method has medium measurement 
accuracy and involves very simple preparation of sample and 
setup. MUT should be solid material with a flat and smooth 

surfaces, but dielectric constant is derived by using the results 
of two capacitance measurements. 

When measuring the dielectric material between two 
electrodes, stray capacitance or edge capacitance is formed on 
the edges of the electrodes and consequently the measured 
capacitance is larger than the capacitance of the MUT. The 
edge capacitance causes a measurement error, since the current 
flows through the dielectric material and edge capacitor [8]-[9]. 
A solution to the measurement error is to use the guard 
electrode which absorbs the electric field at the edge and the 
capacitance that is measured between the electrodes is only 
composed of the current that flows through the dielectric 
material (Fig. 1). When the main electrode is used with a guard 
electrode, the main electrode is called the guarded electrode. 

 

Figure 1.  Illustration of guard electrode effect 

A. Contacting electrode method 

The contacting electrode method determines permittivity by 
measuring the capacitance of the MUT directly (Fig. 2). The 
dielectric constant is calculated using the equation: 
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where t is average thickness of MUT, Cp is equivalent parallel 
capacitance of MUT, S is guarded electrode’s surface area, d is 
diameter, ε0 is permittivity of vacuum. The contacting electrode 
method doesn’t require material preparation and the operation 
involved when measuring is simple [7]. When contacting the 
MUT directly with the electrodes, an airgap is formed between 
the MUT and the electrodes. Materials with rough surfaces can 
be affected by airgap, as illustrated in Fig. 3. A measurement 
error can occur because the measured capacitance will be the 
series connection of the capacitance of the dielectric material 

Edge capacitance (stray)

Electrical field Guard electrode-
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and the airgap. Thin samples are most prone to airgap effect. 
The methods for reducing error due to airgap are formation of 
thin film electrodes on a dielectric material and maximization 
of the pressure on the test fixture to the extent that it doesn’t 
deform the MUT. There is a technique to apply a thin film 
electrode onto the surfaces of the dielectric material in order to 
increase the contacting area and to eliminate the airgap that 
occurs between the MUT and the electrodes. An electrode is 
manufactured onto the dielectric material using high-
conductivity silver paste. Thin film electrode must be thinner 
than the dielectric material. In this case, it is important to 
appropriately position the fabricated thin film electrode onto 
the MUT, to precisely contact the electrodes of test fixture. The 
measurement error is a function of the relative permittivity (εr) 
of the MUT, thickness of the MUT (tm), and the airgap’s 
thickness (ta), and it is determined by: 

     
    

   
  
  

     [ ]   

 

Figure 2.  Illustration of contacting electrode method (1 – guarded electrode, 

2 – guard electrode, 3 – unguarded electrode) 

 

Figure 3.  Illustration of rough-surfaced MUT 

B. Non-contacting electrode method 

The non-contacting electrode method does not require thin 
film electrodes, but still overcomes the airgap effect, so this 
method was conceptualized to unite the advantages and 
eliminate the disadvantages of the contacting electrode 
method [7]. Two capacitance measurements, obtained with the 
MUT and without it, are necessary and the results are used to 
derive dielectric constant as: 
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where C1 is capacitance without MUT inserted, C2 is 
capacitance with MUT inserted, tg is electrode gap, and tm is 
average thickness of MUT. The gap between guarded/guard 
electrode and MUT (tg-tm) should be very small when 
compared to the thickness of the MUT (tm) (Fig. 4). 

 

Figure 4.  Illustration of non-contacting electrode method (1 – guarded 

electrode, 2 – guard electrode, 3 – unguarded electrode) 

III. SAMPLE PREPARATION AND EXPERIMENTAL PROCEDURE 

The samples of modified BaTiO3 ceramics doped with 0.5, 
1.0, 2.0  mol % Nb2O5 were examined. The samples were 
prepared by a conventional solid state sintering procedure 
starting from reagent grade Nb2O5 and BaTiO3 powder. 
Starting powders were ball milled in ethyl alcohol for 24 h. 
After drying at 200°C for several hours, the powders were 
pressed into disks under 120 MPa. The pellets were sintered at 
1320°C in air atmosphere for 2 h [10]. The microstructure of 
the sintered samples were examined by scanning electron 
microscope (SEM) JOEL-JSM 5300 equipped with EDS (QX 
2000S) system. Thin samples of 11 mm diameter and nearly 
1.7 mm thickness were sandwiched using uniformly coated 
silver paste on both sides so that a ceramic capacitor structure 
is formed. The calculation of dielectric constant (permittivity) 
was performed by using measured values of capacitance, 
samples thickness and electrode area. The dielectric properties 
of the samples are measured in the frequency range from 20 Hz 
to 1 MHz. 

The measurement system that employ the parallel plate 
methods consists of LCR meter Agilent 4284A [11] with the 
16451B dielectric test fixture [12], which has capabilities to 
measure solid materials. Four electrodes are implemented to 
accommodate the contacting and non-contacting electrode 
methods and various MUT sizes. The three-terminal 
configuration with guard electrode eliminates the effect of edge 
capacitance and prevents occurrence of larger capacitance 
value than it really is. First electrode is unguarded electrode 
which is fed to the measurement instrument’s high terminal, 
and the low terminal is connected with guarded electrode. 
Guard electrode is connected to the outer conductor of the 
BNC connector and encompasses the main electrode so that 
absorbs the electric field at the edge of the electrodes. When 
16451B test fixture is used, measurements are possible in the 
frequency range up to 30 MHz, with maximum DC voltage of 
±42 V. This test fixture has wide operation temperature range 
(from 0°C to 55°C). The limitation is cable length (1m). Since 
the 16451B test fixture introduces errors due to electrical 
length, residual impedance, and stray admittance, these errors 
can be entirely removed by open, short and load compensation. 
Measurement procedure flow chart with test fixture is shown in 
Fig. 5. The MUT must be a solid sample that is smooth and has 
equal thickness from one end to the other end. 

MUT tm

d

12 2

3

electrode 

airgap 

MUT 

electrode 

MUT tg 

d 

1 2 2 

3 

tm 

39



 

Figure 5.  Basic flow chart for measurement with 16451B test fixture 

IV. RESULTS AND DISCUSSION 

Nb/BaTiO3 samples are stable and don’t transform under 
applied pressure. Because of that, samples are suitable for both 
methods: contacting and non-contacting. The SEM imaging 
showed that the samples of Nb doped BaTiO3 ceramics have 
spherical shaped grains (not flat surface). For 0.5 mol% of 
Nb/BaTiO3 samples with fairly uniform microstructure, the 
average grain size is from 0.5 µm to 1 µm (Fig. 6). With 
increasing of dopant concentration, the grain size of 
Nb/BaTiO3 samples increases and for the samples doped with 
2 mol% of Nb the grain sized is around 7 µm, dispersed in a 
fine-grained matrix with average grain size in the range from 
0.5 µm to 2 µm (Fig. 7). The Nb - rich regions are associated 
with small grained microstructure. Apart from the fine grains, 
some local areas have secondary abnormal grains of dopant 
[10], so the airgaps are deeper.  

The dielectric constant evaluation has been made by 
capacitance measurements with two different methods in 
frequency range from 20 Hz to 1 MHz. According to the results 
plotted in Fig. 8, the permittivity for all samples decreases with 
increase of dopant concentration. At room temperature, the 
highest value of dielectric constant is ranged from 2600 for 
samples doped with 2 mol% to 3250 for the investigated 
samples doped with 0.5 mol% of Nb. The lowest value of 
dielectric constant (εr=2600) measured in samples doped with 
2 mol% of Nb can be attributed to the formation of secondary 
abnormal grains that clearly lead to the decrease of 
permittivity. Moreover, the inhomogeneous distribution of 
dopand and formation Nb rich regions causes decreasing 
dielectric constant as well. After an insignificantly higher value 
of dielectric constant at low frequencies, εr becomes nearly 
constant at frequencies greater than 400 kHz. 

As can be seen from the results show in Fig. 8, measured 
characteristics of Nb/BaTiO3 samples with contacting and non-
contacting electrode methods are quite consistent. It can be 
concluded that these methods can be equally used for dielectric 
characterization of BaTiO3 ceramics. The relative deviation of 
dielectric constant between methods is shown in Fig. 9. The 

largest relative deviation was observed at low frequencies, 
where the samples have a maximum of dielectric constant. The 
deviation is in the range from 0.01 % to 3.2 %. Due to the 
changes of the instrument measurement range, it can be seen 
increase in relative deviation at 200 kHz. 

 

Figure 6.  SEM image of 0.5 mol% Nb/BaTiO3 sintered at 1320°C 

 

Figure 7.  SEM image of 2 mol% Nb/BaTiO3 sintered at 1320°C 

 

Figure 8.  Dielectric constant as function of frequency for Nb/BaTiO3 
samples measured with contacting and non-contacting electrode methods 
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Figure 9.  Relative deviation of dielectric constant between methods for 

Nb/BaTiO3 samples 

To achieve stable measurements with contacting electrode 
method, the pressure should be set at a level that doesn’t 
deform the MUT. The pressure should be as strong as possible 
in order to minimize the occurrence of the airgap between the 
MUT and the electrodes. When the non-contacting method is 
employed, the electrode gap (tg) is required to be at most 10% 
larger than the thickness of the MUT. The results of 
measurement error caused by airgap using (2) have been 
calculated in Table 1. The relative error is greater with 
increasing of ta/tm ratio and dielectric constant. Notice that the 
effect is higher with thin materials. 

TABLE I.  MEASUREMENT ERROR CAUSED BY AIRGAP 

εr  

ta/tm 

2500 3000 

0.001 71.4 % 74.98 % 

0.005 92.56 % 93.72 % 

0.01 96.12 % 96.74 % 

0.05 99.17 % 99.30 % 

0.1 99.56 % 99.63 % 

V. CONCLUSION 

In this paper the measurement methods for dielectric 
constant determination in Nb/BaTiO3 ceramics have been 
investigated. The samples of modified barium titanate ceramics 
were used to compare contacting and non-contacting electrode 
methods. These three-terminal methods were used to eliminate 
a measurement error caused by the edge capacitance. The thin 
film electrodes were prepared by silver paste to cover the 
roughness on the samples surfaces and to reduce error due to 
airgap. Furthermore, it is noticeable that measurement error 
increases with increasing of airgap thickness. Very good results 
in a matching of εr(f) plot for both methods are achieved. The 
maximum relative deviation between methods is 3.2%.  
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Abstract—Aluminium conductors, such as ACSR (Aluminium 
Conductor Steel Reinforced) or ACCR (Aluminium Conductor 
Composite Reinforced) are widely applied in electric power 
transmission and distribution systems. For that reason, we 
decided to investigate the behavior of those conductors, making 
an accent on current distribution inside them and resistance 
coefficient determination. In this paper we do present all 
calculation results for two ACSR and two ACCR, of similar 
characteristics, at frequencies up to 2500Hz. Obtained results, 
presented graphically, confirmed our expectations. The entire 
calculation was carried out applying COMSOL Multiphysics 3.5a 
computer program package. 

Keywords-Current distribution; graphical presentation; 
inhomogeneous conductors; resistance coefficient 

I.  INTRODUCTION 

In all time-varying electromagnetic fields, inside 
conductors and inside all neighboring conducting bodies, skin 
effect and proximity effects appear. The consequences of those 
effects are non-uniform current distribution across conductor’s 
cross-section, increased Joule’s losses and virtual increasing of 
conductor’s resistance. Non-uniform current distribution and 
increased conductor’s resistance can be presented by several 
functional dependences. Current distribution is usually 
presented as dependence of current density vector magnitude 
on the distance from the conductor’s axes. Two of the most 
common presentations of resistance coefficient, ' '/Rk R R  , 

are the dependence on frequency and on factor '/f R , where 

'R   denotes the AC resistance per kilometer of conductor’s 

length, 'R   is the DC resistance per kilometer of conductor's 
length and f is the applied frequency. Calculated resistance 
coefficients for homogenous conductors of different cross-
sections, together with both mentioned graphical presentations 
were shown in [1]-[3]. Special accent on the second resistance 
coefficient functional dependence and its advantages was given 
in [1]. It was shown in [1] that, for significant skin effect in any 
homogenous conductor, resistance coefficient depends linearly 
on '/f R

term, 

'

' '4

R f

R R



 

 . 

 
On the other hand, both aluminium conductors, ACSR 

(Aluminium Conductor Steel Reinforced) and ACCR 
(Aluminium Conductor Composite Reinforced) are not 
homogenous materials. The typical cross-section of both 
conductors is given in Fig. 1, [4]-[6]. 

       

Figure 1.  Typical cross-section of an ACSR or an ACCR conductor 

Due to complex cross-section geometry, shown in Fig. 1, 
and even more due to different conductivities of supporting 
core (steel or aluminium oxide composite) and conductive 
aluminium wires around the core, we do expect much more 
complicated relations. Moreover, the nonlinear ferromagnetic 
core of ACSR, is expecting to play a significant role in all 
calculations and obtained results. 

Investigating the possibility of the conductor’s geometry 
simplification, a simplified model, shown in Fig. 2 b), is 
adopted for all calculations. 

        
     a)      b) 

Figure 2.  a) Typical cross-section of an ACSR or an ACCR conductor, and 
b) and simplified model 
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It is shown that the results of calculations on simplified 
model correspond to the results of the real conductor’s 
investigations [3], [7]. For that reason only the results obtained 
on simplified model will be presented in this paper. 

II. THEORETICAL APPROACH 

In order to determine conductors’ AC resistance, total 
current distribution, induced electric field, and Joule’s losses 
power must be calculated. 

Considering typical cross-section shown in Fig. 2 b), the 
problem can be presented in cylindrical coordinate system with 
the conductor’s axes positioned in z-axes of chosen coordinate 
system. The problem can also be considered as two-
dimensional and linear. Although ACSR steel core is made of 
nonlinear, ferromagnetic material, magnetic field inside the 
core is negligible, so the permeability dependence on magnetic 
flux density magnitude is negligible as well. 

Consequently, current distribution and resistance 
coefficient calculation can be performed in complex, two-
dimensional domain, applying complex magnetic vector 
potential, which has only z-component and is a solution of 
following partial differential equation [8], [9], 

z z zA j A J     

In cylindrical coordinate system, the above equation can be 
written as, 


2

2 2

1 1z z
z z

AA
r j A J

r r r r
 


          



The calculated values of complex magnetic vector potential 
define the complex induced electric field strength vector and 
the complex induced current density vector, both in z-direction, 

indE j A 

 indJ j A 




Total complex current density vector is the sum of imposed 
complex current density vector, 0J


and induced current density 

vector, indJ


, 

0tot indJ J J 
  

 

Joule’ losses power per kilometer of conductor’s length can 
be determined by integration across the conductor’s cross-
section, 

2
tot

J
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J
P dS


    

AC resistance per kilometer of conductor’s length can now 
be calculated as, 
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In order to define the resistance coefficient,  

'
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R
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the DC resistance must be determine as well. This resistance 
can be calculated applying the well known formulae for 
parallel connection of defined number of wires, Nk [3], 

1
core

core core core

R
N S  

1
Al

Al Al Al

R
N S  

core Al

core Al

R R
R

R R
 


 

  
 



III. MODEL 

DC resistances were calculated applying (8) and (9). In 
ACSR case the conductivities, core Fe  and Al were 
measured [2] and those values, applied in all resistance 
calculations are, 

σAl = 3.55·107 S/m,  σFe = 0.559·107 S/m. 

In an ACCR, aluminium and composite aluminium oxide 
conductivities are taken from [6], 

 σAl = 3.48·107 S/m,   σAlO = 1.405·107 S/m. 

AC resistance calculations were carried out applying 
AC/DC module of COMSOL Multiphysics 3.5a computer 
program package [10]. A 2D model, representing a cross-
section of conductor in surrounding air domain, is set up. The 
mode “Quasi-static, Magnetic/Perpendicular Induction 
Currents/Vector Potential” is chosen, together with “Time-
harmonic analysis”. 

As shown in [3], for resistance calculations the simplified 
model, shown in Fig. 2 b), together with cylindrical coordinate 
system, can be satisfactory applied. 

In all calculating models, rms value of current is chosen to 
be the same in every conductor, equal, I = 1A. Having a linear 
problem, this value will not influence the final results. All con-
ductors are surrounded by air, with defined electromagnetic 
characteristics, εr=1, μr=1, σ=0. 

In order to define boundary conditions, an exterior bound-
ary was involved. This boundary was supposed to be the circle 
of radius Rb=1m, out of which there is no electromagnetic field. 
[2], [3]. On the boundary, the surface current density, 


2s

b

I
J

R
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was supposed, providing the same return current in order to 
ensure zero electric and magnetic field outside the chosen 
modeling domain. 

Magnetic vector potential is continuous across all interior 
boundaries between all inner conductors and between external 
aluminium conductors and surrounding air. 

The applied software offers extended post processing 
calculations, so the resistance coefficient could be calculated 
easily. 

All calculation results will be commented in following 
chapters. Moreover, the calculation results for two types of 
conductors, ACSR and ACCR, will be compared and 
commented as well. 

IV. OBTAINED RESULTS 

In order to enable comparison between two different type 
of conductors, we chose to investigate three pairs of conductors 
with similar cross-sections. According to [4] and [6], the 
conductors with similar cross-sections are: ACSR 240/40mm2 
and ACCR Hawk 477, ACSR 150/25mm2 and ACCR Ostrich 
300, as well as ACSR 680/85mm2 and ACCR Martin 1351. 
Some constructive characteristics of both conductors’ types are 
given in Table I. 

TABLE I.  CONSTRUCTIVE ELEMENTS OF ACSR AND ACCR WITH 
SIMILAR CROSS-SECTION 

Conductor 
type 

Aluminium outer wires Core 
No. & diameter 

of wires 
No. of 
layers 

No. & diameter  of  
wires 

n x mm  n x mm 
ACSR 

 240/40 mm2 26(10+16)×3.45 2 7(1+6)×2,68 

ACCR 
Hawk 477 26(10+16)×3.40 2 7(1+6)×2,70 

ACSR 
 150/25 mm2 26(10+16)×2.7 2 7(1+6)×2.1 

ACCR 
Ostrich 300 26(10+16)×2.7 2 7(1+6)×2.1 

ACSR 
 680/85 mm2 54(10+16+28)×4.0 3 19(1+6+12)×2.4 

ACCR 
Martin 1351 54(10+16+28)×4.0 3 19(1+6+12)×2.4 

 
As an example, the current distribution inside the ACSR 

240/40 mm2 at 50 Hz is given in Fig. 3 and the current 
distribution at 450 Hz is given in Fig. 4. 

   
Figure 3.  Current distribution across the ACSR 240/40 mm2,  at 50 Hz 

 
Figure 4.  Current distribution across the ACSR 240/40 mm2,  at 450 Hz 

Two basic characteristics in ACSR behavior could be 
observed in Fig 3. First, due to different conductivity values, 
even at 50 Hz a very small amount of current exists in the steel 
core. This amount is additionally smaller due to significant 
skin effect, produced by big permeability of steel part of the 
conductor. At 50Hz skin effect inside aluminium part is not 
significant. Hence, current distribution in this part is almost 
uniform. 

At the frequency of 450 Hz the skin effect is much more 
emphasized, which can be noticed in Fig. 4. First, there is no 
current inside the steel core and the current distribution inside 
aluminium part is no longer uniform; the current density 
vector magnitude increases toward conductor’s surface. 

The same diagrams for the similar ACCR, Hawk 477, are 
presented in Fig. 5 and Fig. 6. 

In Fig. 5 the main characteristics of ACCR can be seen. 
The difference in conductivity values between the core and the 
external conducting wires are much smaller comparing ACSR. 
Consequently, inside the core much bigger percentage of 
current exists at all frequencies. 

      

Figure 5.  Current distribution across the ACCR Hawk 477,  at 50 Hz 

 
Figure 6.  Current distribution across the ACCR Hawk 477,  at 450 Hz 

44



Besides, the relative permeability of aluminium oxide 
composite core is equal to one, so the skin effect is almost 
negligible at 50 Hz. 

In Fig. 6 a significant skin effect can be noticed, presented 
by smaller amount of current inside the core and by non-
uniform current distribution in both parts of a conductor. 

Calculated resistance coefficients for those conductors 
depending on frequency, are presented in Fig. 7. 

The upper pair of curves is for the 680/85 and Martin 1351 
conductors, while the smaller resistance coefficients represent 
150/25 and Ostrich 300 pair of conductors. 

Unexpectedly, probably due to smaller conductivity of 
ACCR aluminium wires, the resistance coefficient of both 
ACCR is bigger than of the similar ACSR resistance 
coefficient. 

Much more interesting is the other graphical presentation 
modus, shown in Fig. 8. 

The results presented in Fig. 8 are very interesting. Despite 
the fact that the conductors are inhomogeneous, this resistance 
coefficient dependence is a straight line again, as it was for 
homogeneous conductors. Obviously, in this case, resistance 
coefficient does not depend on conductors’ cross-sections or 
conductors’ conductivity values. The difference between 
ACSR and ACCR remains, but it is smaller that in previous 
diagram. 

 
Figure 7.  Resistance coefficient as a function of frequency. 

 

 

Figure 8.  Resistance coefficient as a function of f / R term. 

V. CONCLUSION 

An attempt to explore the behavior of inhomogeneous 
conductors, frequently applied in energy delivery systems, was 
successfully performed. Current distribution and resistance 
coefficient were calculated and graphically presented for six 
types of aluminium conductors, comparing the pairs of ACSR 
and ACCR conductors with similar cross-sections. 

Most of the results were as expected, regarding the current 
distribution with more or less emphasized skin effect, but the 
fact that ACSR resistance coefficient is smaller for all 
calculated frequencies, was a surprise. 

Another goal was achieved as well. It was shown that 
again, one more time, the dependence of resistance coefficient 
on the term /f R

does not depend on conductor’s cross-

section size, or on conductor's conductivity. For that reason, 
this functional dependence still  is important and convinient for 
all applications of inhomogenous conductors as well. 

All examples were calculated applying COMSOL 
Multiphysics 3.5a computer program package, which is found 
one more time as a powerful tool for all electromagnetic fields 
problems evaluations. 
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Abstract— Conductive pipes for liquids and gas transportation 
are frequently buried in the ground, in vicinity of a high voltage 
three-phase overhead electric power delivery system. The heating 
of the pipe, due to eddy currents, is of crucial importance. 

In this paper investigation of heating effect is performed at a 
real problem. First of all it was determined which voltage level 
power transmission system produces the most significant eddy 
currents. After that a model of real zinc coated steel pipe was 
positioned in vicinity of electric system. For nominal currents in 
electric power delivery system, external magnetic field and eddy 
currents were calculated, together with power of heating losses 
inside the pipe’s wall. 

All calculations were performed numerically, applying 
COMSOL Multiphysics 3.5a computer program, for the worst 
pipe position and minimal height of power delivery conductors 
from the ground, at eight different frequencies, up to 450 Hz. The 
calculation results, magnetic field distribution, induced current 
distribution and frequency dependent heating power, are given 
graphically. 
All calculated results show that, for investigated type of power 
delivery system, currents induced in the pipe’s walls are 
negligible, except in case when the pipe is extremely closed to the 
power delivery system, which cannot happen in practice. 

Keywords—Time varying magnetic field; current induced in 
pipe’s wall; eddy currents losses 

I.  INTRODUCTION 

Metal, conductive pipes for liquids or gas transportation are 
always placed at previously determined corridors, on the 
ground surface, above the ground surface or buried into the 
ground, on the depth defined by appropriate standards. In all 
those situations it might occur that pipe transportation system 
approaches or crosses the corridor of electric power 
transmission or distribution system. Time varying magnetic 
field, produced by time varying currents in electric system 
conductors, induces eddy currents in pipe’s wall. As any 
current, those currents are followed by Joules losses and pipe 
heating, which may provoke even an accident if some 
inflammable materials are transporting. 

For that reason it is very important to be well acquainted 
with impact of any electric system on neighboring system 
containing conductive elements. 

Time varying magnetic field and eddy currents calculations 
for some of electrical transmission and distribution systems 
were performed and presented in [1] and [2], while its 
influence on all neighboring conductive elements was shown 
in [3]. 

Before the main calculations of magnetic flux density 
vector and eddy current distribution take place, it has to be 
predicted the electrical system voltage level which produces 
highest eddy currents. Considering line ending transformers’ 
power, nominal currents inside the system’s conductors is 
defined and magnetic field can be determined. Taking into 
account minimal standardized conductors’ heights above the 
ground as well, it was concluded that the most critical 
situation can occur at 400kV transmission system. In this case 
magnetic field on the ground surface has maximal values, 
producing maximal induced electromotive forces and maximal 
current induced in the pipe’s wall. 

In order to determine and present an impact of overhead 
high voltage electrical power transmission system on 
conductive pipe, a real problem, with standardized zinc coated 
steel pipe, buried in the ground was investigated. The 
geometry of calculated problem is presented in Fig. 1. 

All calculations will be performed for the worst pipe 
position related to the electric system; the pipe is buried on 1m 
depth, parallel to the electric system, exactly below the central 
conductor and for phase arrangement 0-4-8. 

 
Figure 1.  Geometry of investigated problem. 
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II. THEORETICAL APPROACH 

Supposing that all currents inside three-phase system 
conductors are harmonic and that the entire system is linear, 
complex analysis can be applied. Actually, steel pipe is not 
linear material, but it can be taken as linear, with relative 
permeability much higher than 1, not dependent on magnitude 
of complex magnetic flux density vector. As a matter of fact it 
can be expected that magnetic field inside the pipe’s wall has 
very low magnitude and for this reason the pipe’s permeability 
can be treated as initial static or initial dynamic, but constant 
value.  

The calculation starts from well known partial differential 
equation in complex domain involving complex magnetic 
vector potential [4], [5], 

A j A J    
  

.        (1) 

In chosen Cartesian coordinate system, presented in Fig. 1, 
for imposed complex current density vector having only z 
component, the above equation can be written as, 
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Z component of complex magnetic vector potential defines 
z component of complex induced electric field strength vector, 

),(),( yxAjyxE zindz  ,       (3) 

and z component of complex induced current density vector 
(complex eddy current density vector), 

),(),( yxEyxJ indzz  .       (4) 

Power of Joules’ losses inside pipe’s wall is defined per 
kilometer of the pipe’s length and calculated as an integral 
over the pipe’s wall cross section, Spwcs, 
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III. MODEL 

As said in introduction, the most intensive eddy currents 
will appear in the pipes buried in vicinity of 400kV high 
voltage overhead transmission line. For that reason in this 
paper a real problem was investigated. Below a real power 
transmission line, with characteristics defined in [6], 1m 
below the earth surface, real zinc coated steel pipe, with Φ 
1020mm (40˝) and the wall thickness 8.2mm is buried, as 
shown in Fig. 1. 

All calculations were carried out for minimal conductor’s 
height allowed by Serbian standards; 7.5m (+40˚C or -5˚C 
plus due to weight of ice on conductors). 

It should be mentioned that, according Serbian standard 
SRPS N.CO.105:1987, the conductive pipe cannot be placed 
so close to HV power delivery system, especially not beneath 
the system, parallel to the system conductors. Nevertheless, 
the problem presented in Fig. 1 was investigated, in order to 
become sure that higher values of heating losses could not 
appear in practice. 

In all calculations, exploring the real case, the RMS 
modulus of complex current in each conductor of the 
symmetric three-phase power delivery system was supposed to 
be the nominal one, ׀I430=׀A for the power transformer’s 
nominal power of 300MVA. 

Several different pipe positions related to electric system 
were investigated, but only the worst pipe’s position results, 
are presented in this paper.  

Other relevant values, taken into consideration in entire 
calculations are as follows: The phase arrangement in 
electrical system is (0-4-8), the distance between the nearest 
conductor and pipe’s surface is 8.5m, ground resistivity is 
50Ωm and relative permeability of steel pipe is, μr=4000. 

Moreover, in order to explore the behavior of the problem 
even in the case when higher current harmonics are present as 
well, the calculation was performed for eight chosen 
frequencies; 0.01Hz, 16⅔Hz, 50Hz, 100Hz, 150Hz, 250Hz, 
350Hz and 450Hz. 

All calculations were carried out applying COMSOL 
Multiphysics 3.5a computer program package [7], based on 
finite elements method. 

IV. OBTAINED RESULTS 

The magnetic flux density distribution, produced by a HV 
overhead electric power transmission system, along y-axis, in 
a case of steel pipe buried in the ground, for the pipe 
positioned as presented in Fig. 1, at 50 Hz, is shown in Fig. 2.  

The diagram shown in Fig. 2 has an expected shape. Due to 
low frequency and smaller influence of induced currents on 
magnetic field distribution, magnetic flux density vector 
magnitude is practically equal in the entire pipe’s wall cross-
section. From Fig. 2 it can be noticed that the magnitude is a 
little higher in the pipe’s wall closer to ground surface, at        
y = -1m, compared to the part of pipe’s wall the most distant 
from earth surface, y = -2m. Inside the pipe magnetic flux 
density vector magnitude is negligible, due to shielding effect 
of ferromagnetic pipe. 

For the same model, magnetic flux density vector 
magnitude distribution at 450Hz is presented in Fig. 3. 

The shape of magnetic field distribution inside the ground, 
at 450Hz, shown in Fig. 3, differs from previous case. 
Magnetic flux density vector magnitude is much higher in the 
pipe’s wall part closer to the earth surface. Higher frequency 
produces higher induced currents and its more significant 
impact on both magnetic field and eddy current distribution. 
Currents induced in the closer pipe’s wall part produce 
magnetic field which decrease magnetic field in distant pipe’s 
wall parts, acting as an electromagnetic shield. 
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Figure 2.  Magnetic flux density distribution along y-axis, at 50Hz. 

 
Figure 3.  Magnetic flux density distribution along y-axis, at 450Hz. 

Time varying magnetic field, produced by currents in 
electrical system conductors, provokes induced electromotive 
force, which cause the motion of free charges inside pipe’s 
wall, forming induced currents (eddy currents). 

Induced current density vector magnitude distribution 
inside pipe’s wall, along y-axis, at 50 Hz, is shown in Fig. 4. 

Similar to the magnetic field distribution, induced currents 
at 50Hz have smaller value and less significant effect on 
magnetic field distribution. Currents induced in pipe parts 
closer to the earth surface (y = - 1m) are stronger and produce 
magnetic field which decreases total magnetic field dipper in 
the ground. This effect can be noticed in Fig. 3, showing 
smaller magnetic flux density vector magnitude at y = - 2m 
and consequently smaller value of eddy currents.  

Induced current density vector magnitude distribution at 
450Hz is shown in Fig. 5. 

Due to higher frequency and more significant shielding 
effect, smaller magnetic field in the pipe’s parts dipper in the 
ground, which can be noticed in Fig. 3, produces almost 
negligible eddy currents in a pipe’s wall parts at y = - 2m, 
presented in Fig. 5. 

 

 

 

 
Figure 4.  Induced currents density distribution along y-axis, at 50Hz. 

 
Figure 5.  Induced currents density distribution along y-axis, at 450Hz. 

As said in introduction, part of electrical transmission 
system energy through induced electric field and induced 
currents in pipe’s wall, will transform to thermal energy inside 
the pipe’s wall. Considering thorough energy transmitting by 
electrical power delivery system, this loss of energy is 
negligible. Nevertheless, due to the thermal energy, pipe 
temperature may increase, which can be significant especially 
in the cases of inflammable material transportation inside the 
pipe. In that case, even a fire brake out or an explosion can 
occur. 

 For that reason the knowledge of Joules’ losses power, 
defined by (5), is very important. As emphasized before, this 
power is determined per kilometer of pipe’s length and its 
dependence on frequency is presented in Fig. 6. 

At industrial frequency, f=50Hz, the Joules’ losses power 
per kilometre of pipe’s length are, 

J 50 HzP 51W / km  . 

 At the highest examined frequency, f=450Hz, the Joules’ 
losses power per kilometre of pipe’s length are, 

J 450 HzP 131W / km  . 
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Figure 6.  Frequency dependent eddy currents losses power inside pipe’s 

wall, per kilometer. 

Obviously, even in the worst case which can not appear in 
practice, Joules’ losses power is insufficient to produce a 
significant heating of the fluid inside the pipe. 

 

V. CONCLUSION 

Prior to all calculations, the worst case had to be defined. 
Investigating magnetic field, produced by overhead high 
voltage three-phase power delivery systems, with nominal 
system currents, at the earth surface, the transmission system 
at 400kV was determined as the most significant one. 

After that, we started with magnetic field calculations, in 
electrical system vicinity and eddy currents inside the buried 
zinc coated pipe’s wall determination. Several different 
positions of electrical system and pipe were explored but in 
this paper only the worst case was presented. The entire 
calculation has been repeated for 8 different frequencies, up to 
450Hz, in order to take into account possible presence of 
higher current harmonics. 

The calculation results were as expected. Even in the worst 
case, which, according to existing standards, can not appear in 
practice, calculated Joules’ losses power is not sufficient to 
provoke significant heating of the pipe, nor of fluid 
transporting inside the pipe. 

Nevertheless Serbian standard, SRPS N.C0.105:1987, 
suggests that, if there is a need for crossing of two systems, 
the pipe system should be positioned orthogonal to the 
electrical system’s conductors. In that case the currents 
induced in pipe’s wall are minimal and the fluid heating is 
minimal as well. 

The problem was successfully resolved applying COMSOL 
Multiphysics 3.5a computer package. For all calculations the 
AC/DC Module was applied, together with materials library 
data. 
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Abstract— The role of modern power electronics is to provide 

reliable and uninterruptible power supply for the consumers. 

Electric power stations are the most commonly used primary 

sources of energy. That energy is distributed to the consumers by 

large power distribution grid. Secondary power sources are 

usually some sort of alternative power sources or batteries. All 

power sources have to be controlled all the time. There have to be 

a system of power electronic devices that provides reliable and 

continuous power supply operation. Modern power electronic 

devices are switching type. The basic elements of a switching 

power supply are power electronics and control electronics. The 

control electronics are suitable for controling with logical 

circuits. Because of that, microcontrolles are now part of every 

modern power electronic devices. If the system has more than 

one power electronic devices controlled by the microcontroller 

then multiply microcontroles have to be coordinated to work as 

one. This paper describes an implemented solution of 

uninterrupted power supply for telecommunications equipment 

that uses either power distribution grid either alternative power 

source either storage battery. The microcontroller is a part of 

every power source that equipment uses. Also it controls and 

adjust all the power sources so that equipment has reliable and 

continuous power supply. 

Keywords- alternative power sources, microcontrolles, batteries 

I. INTRODUCTION  

The application of a switching mode in power electronic 
devices has enabled an achievement of the efficiency level over 
95% as well as reduction in size of devices. In addition, it has 
enabled easy monitoring and control at the digital level [1]. 
Microcontrollers have become an integral part of power 
electronic devices. In the beginning they were used only in the 
specific solutions and when microcontrollers become widely 
available they become an integral element of any complex 
power electronic device. There are different approaches to the 
use of a microcontroller. It is common that the microcontroller 
only monitors the operation of power electronic devices. There 
are solutions where the microcontroller, in addition to 
monitoring, is used to define the mode of power electronic 
devices (source of constant voltage or source of constant 
current, setting the output size value, setting the level of 
protection, etc.). There is also a third group of power electronic 
devices, in which a microcontroller is used for generating 
signals for control of the power switches. In the third group of 
solutions, power electronic devices, different in function, could 

be generated by the same power electronic assembly. The 
system of power electronics consists of more power electronic 
devices which together provide the necessary electricity for 
operation of a consumer. If the individual elements of the 
system have a microcontroller, it is logical that there is a 
system microcontroller which would control and direct the 
operation of each power electronic device as well as the entire 
system of power electronics. This paper presents a solution for 
supplying telecommunication facility from multiple power 
sources. Each energy source has an associated power electronic 
device, and the system microcontroller adjusts the operation of 
all elements in the system according to the given operation 
algorithm. 

II. ORGANIZATION OF UNINTERRUPTED SUPPLY OF A 

MODERN TELECOMMUNICATION FACILITY 

Uninterruptable power supply of telecommunication 
facilities is based on the principle of parallel operation of a 
chemical power source (batteries) and DC voltage obtained 
from the electric power distribution grid. The nominal value of 
the DC voltage is 48V. This value can be changed in the range 
from 42 to 56V. The device which generates DC voltage from 
AC voltage is called a rectifying unit. In modern solutions of 
power supply organization in addition to the voltage obtained 
from electric power distribution grid alternative energy sources 
are also used as power sources. These are solar panels, wind 
turbines and fuel cells. Figure 1 shows a block diagram of the 
organization of continuous operation of the modern 
telecommunication facilities. The energy system has to provide 
reliable power for telecommunication and IT equipment, with 
the well-defined electrical characteristics and precisely defined 
the autonomy of operation. The system has to be able to 
optimize the power consumption, in order to maximally extend 
the autonomy of the most important devices at a given time. 
Power system has to efficiently use the energy from alternative 
energy sources. The solution has to be configurable, in order to 
could be applied for different types of telecommunication 
centers. 

A. Power sources 

It is accepted that the main voltage for power supply of 
stationary and mobile telecommunications devices is DC 
voltage. Energy sources could be:  
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 electric power distribution grid, 

 electric power unit (aggregat) and, 

 storage batteries (DC voltage).  

The voltage of a electric power distribution grid and a 
aggregat is an AC voltage whose nominal value is 230 V. 

Rectifying unit is a power electronic device which 
generates DC voltage, needed to power telecommunications 
devices, from the AC voltage. In addition, the rectifying unit 
has a possibility to charge a storage battery. The most common 
solutions of uninterrupted power supply of telecommunication 
systems use all three energy sources (electric power 
distribution grid, electric power unit and storage battery). There 
are also solutions that rely on two sources, one of which is 
always storage battery. Switching power supply from power 
distribution grid to power supply from the aggregat is not 
immediate, and in the transitional period storage batteries are 
used. Telecommunication centers are usually installed in 
stationary objects, but often users such as the military and 
police, have telecommunication centers installed in vehicles 

(mobile telecommunication centers). Stationary 
telecommunication facilities are often located in urban areas 
where the voltage from electric power distribution grid is 
available. The main power source is the voltage from electric 
power distribution grid. Storage battery and power unit are 
backup power sources. In the telecommunication facilities in 
which the power supply from electric power distribution grid is 
reliable, they do not use power unit as a backup power source. 
They use storage battery as a backup power source. Of course, 
the capacity of batteries has to be sufficient to achieve the 
required operation autonomy of telecommunication station. For 
the stationary telecommunication facilities, the nominal value 
of the power supply voltage of telecommunications center is 
48V. This means that the voltage changes in the range from 
42V to 55V, depending on the level of charge in the storage 
battery, and temperature. It is standardized that positive pole of 
the DC voltage to be grounded. In the Figure 1 block diagram 
of the organization of uninterrubtable power supply for 
stationary telecommunication facilities is shown.  

 

 

Figure 1.  Organization of uninterruptable power supply of stationary telecommunication center 

 

B. Organization of power supply of telecommunications 

device 

In practice, there are two ways of organizing of 
uninterruptable power supply of telecommunications device:  

 centralized,  

 distributed.  

The Figure 2 presents the solution of centralized power 
supply. A rectifying unit and a set of storage battery powers a 
greater number of telecommunications devices. The advantage 
of this implementation is simple realization and maintaining. 

The lack of this conception is that one failed power electronic 
device can cause cancellation of all consumers. In addition, the 
rectifying unit has to be dimensioned for the potential 
consumers who will be installed in the future. This means that 
the rectifying unit and battery are oversized which increases the 
cost and difficulty of the power supply. It also reduces the 
efficiency of power electronic devices. That is why these 
solutions are mainly used in stationary telecommunication 
facilities. DC distribution enables connection of a larger 
number of consumers to the same rectifying unit [2].  
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Figure 2.  Centralized power supply of telecommunications devices 

In a distributed solution, each telecommunications device 
has its own rectifying unit and own battery as shown in Figure 
3.  

 
Figure 3.   Distributed power supply of telecommunications devices 

Distributed solution of organizing of power supply of 
telecommunication systems eliminates the disadvantages of 
centralized solution. Cancellation of a rectifying unit will cause 
interruption of operation of only one telecommunications 
device. However, the price of power supply from distributed 
concept is much more than the cost of centralized power 
supply, which also applies to maintenance costs.  

Having in mind the disadvantages of the previous two 
configurations, the solution shown in Figure 4 was created. It is 
a modified version of distributed power supply. Only one set of 
batteries is used. AC/DC converters are used instead of 
rectifying units. These converters generate stable DC voltage 
with a nominal value of 48V. They are simpler and less 
expensive than rectifying units. The value of the output voltage 
is adjustable through a microcontroller that is an integral part 
of the converter. In addition to setting the value of the voltage 

microcontroller can set the mode so that the converter can 
operate as a constant voltage source and a constant current 
source. The same converter is used to charge the battery - 
battery chargers. Then they operate as a constant current. This 
approach for solving the problem of uninterruptable power 
supply can be applied in both stationary and mobile 
telecommunication systems. However, it is better to use it in 
mobile telecommunication centers as it allows optimization of 
power to the consumers. The voltage converters supply groups 
of consumers. To charge the battery the same converter is used, 
but it is set to operate as a battery charger (IU characteristic). 
Only one set of batteries is used. The configuration in Figure 4 
is configurable. The number of voltage converters is defined by 
the real needs.  

Figure 4 The modified configuration of distributed power 
supply optimized for mobile telecommunication centers 

54



 
Figure 4.  The modified configuration of distributed power supply optimized for mobile telecommunication centers  

The configuration shown in Figure 4 is suitable for 
connection to alternative (renewable) energy sources. Solar 
panels are DC sources and they can be used to charge the 
system battery without conversion to AC voltage. The same is 
true for less power (up to 10kW) wind turbines. Reducing the 
number of voltage conversion the efficiency of use of 
alternative sources increases. 

The occurrence of renewable energy sources 
telecommunications companies are interested in 
implementation them primarily in remote, inaccessible 
telecommunication facilities. The use of fuel cells, solar panels 
and wind turbines has started. The aim is to avoid the power 
units, reduce operating costs of renewable energy sources, and 
certainly reduce environmental pollution. Simultaneous use of 
energy sources based on fossil fuels and renewable energy 
sources can achieve the desired goal. 

III. CONNECTION OF ALTERNATIVE ENERGY SOURCES 

A usual configuration for connecting renewable energy 
sources is shown in Figure 5. Electricity produced from solar 
or wind is connected in parallel with existing energy sources: 
power generator, power unit and storage battery. It is not 
realistic to expect that renewable energy sources at once 
completely replace energy sources based on fossil fuels, 
primarily due to the low efficiency. Interruptions in the power 
supply of telecommunication facilities cause disruption of 
telecommunications traffic, and that means big losses for the 
telecommunications companies. It is realistic to expect that in 
the first phase of the implementation of renewable energy 
sources, renewable energy sources will be connect in parallel 
with the existing power systems. Renewable energy sources 
will supply telecommunication system, and if there is not 
enough energy from renewable energy sources in that case 
power supply from the resources based on fossil fuels will be 
used. In following stages the sources based on fossil fuels will 
be slowly replaced with renewable energy sources [3-5].  

 
Figure 5.  Connecting and control of telecommunications consumers power supply 
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A. Distribution at the AC voltage level 

Figure 6 shows the connection of unconventional sources of 
energy and electric power distribution grid for power supply of 
consumers. Switch P1 is the power unit relay, which in the case 
of power failure in the electric power distribution grid includes 
power unit and connects it with consumers. Switch P2 enables 
parallel connection of voltage generated by the solar panels, 
fuel cells and wind turbines, with energy sources based on 
fossil fuels. Thus, adding is at AC voltage level. To achieve 
this, inverter is a necessary element. Inverter generates AC 
voltage from the DC voltage from the output of renewable 
energy source generated based on fossil fuels. There are two 
possible operation modes of configuration shown in Figure 6.  

- Parallel operation of electric power distribution grid 
and inverter power generated from renewable energy 
sources,  

- alternative operation - telecommunication facility is 
supplied from the electric power distribution grid or 
from the voltage generated by the inverter.  

The first method allows the excess of energy produced by 
renewable energy sources to be placed in power distribution 
grid. However, in order to connect two sources of AC voltage 
in parallel a necessary condition is to have the same effective 
value, the same frequency and the same phase angle. Of 
course, it is feasible, but economically difficult profitable. Due 
to its complexity, parallel operation is less reliable and it is not 
really to be used for supply of telecommunication facilities. 

An alternative manner of power supply is easier for 
realization, and therefore it is more reliable. The voltage at the 
output of the inverter does not have to be synchronous and 
have the same phase to the voltage in the power distribution 
grid. When switching from one to another source of energy, the 
power interruption appears. Interruption is necessary because 
the voltage of the power distribution grid is not synchronous 
and it does not have the same phase to the voltage at the output 
of the inverter. The storage battery will power supply 
consumers in commuting time. This approach saves energy, 
which is supplied by the electric power distribution company, 
hence energy from renewable energy sources will be used and 
when there is a voltage from power distribution grid. The 
requirement for supply from alternative sources is to produce 
enough energy to power supply consumers. Lack of this 
concept is that the lack of energy from renewable energy 
sources cannot be recovered from the electric power 
distribution grid. Telecommunication facility is supplied from 

the electric power distribution grid or from renewable energy 
sources. There is no possibility to operate in parallel.  

The advantage of the processes described is a simple 
realization. The use of energy sources based on fossil fuels is 
reduced, but it has many disadvantages. First of all, it has a low 
degree of efficiency. Inverters are devices that generate DC 
voltage from the input AC voltage. Voltage conversion is not 
lossless. It consumes the energy of renewable energy sources. 
Then rectifying unit generates DC voltage from AC voltage at 
the output of the inverter and thereby also consumes some 
energy. Any conversion of energy consumes a part of the 
energy from the renewable energy sources. Overall efficiency 
of energy use of renewable energy sources (1) is the product of 
efficiency of individual converters (2). The efficiency of 
renewable energy sources can be calculated as the ratio of 
power required to telecommunications equipment and the total 
power of renewable energy sources (1). 
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where in: 

,TUP  - Power required for operation of 

telecommunications devices, 

,OIP  - Available capacity of renewable energy sources, 

,ISSP - Power from the output of serial stabilizer, 

,OINVP  - Power at the output of the inverter, 

,INV  - Inverter efficiency, 

,SS - Serial stabilizer efficiency, 

,ISP - Rectifying unit efficiency. 
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Figure 6.  Using of inverter for generating an AC voltage from voltage of renewable energy sources 

By choosing high-quality serial stabilizer configuration the 
effectiveness of 95% may be achieved. It is not possible to 
achieve such a performance when using inverter. The 
efficiency of inverters for which a condition of galvanic 
separation satisfied (necessary in relation to 
telecommunications equipment) is less than 90%, realistic 
about 80%. Efficiency of rectifying unit according to 
applicable telecommunications regulations cannot be less than 
90%. The total efficiency of this solution is the product of the 
efficiencies of all three devices, and it is smaller than 75%. So, 
we should strive for solutions with minimum number of 
conversions. [6] 

B. Distribution at the DC voltage level 

Qualitative solution for connecting various sources is 
shown in Figure 7. Renewable energy sources are connected in 
parallel with rectifying unit. Thus, the distribution of energy is 
at the DC level. Between telecommunications devices and 
energy sources, there is only one converter - serial stabilizer. 

Thus, with this configuration maximum efficiency of use of 
energy of renewable energy sources is achieved. 

The parallel operation of renewable energy sources and 
energy sources based on fossil fuels is enabled. The same 
microcomputer can control serial stabilizer and rectifying unit. 
Microcomputer should be programmed so that the voltage at 
the output of the serial stabilizers is greater than the voltage at 
the output of rectifying unit. Telecommunications device will 
be powered from renewable energy sources. If the amount of 
energy from renewable energy sources is insufficient to supply 
telecommunications equipment (a measure is the value of the 
output voltage), a microcomputer will increase the voltage of 
rectifying unit. In addition, the current value of all energy 
sources is controlled. By changing the value of the reference 
voltage, it is possible to realize parallel operation of both types 
of energy sources. It should seek to make maximum use of 
renewable energy sources, and minimum energy of sources 
based on fossil fuel and/or electric power distribution grid. [6] 
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Figure 7.  The distribution of energy of the DC level 

IV. THE SYSTEM OF POWER ELECTRONIC DEVICES 

In the previously described concept, a common feature of 
all power electronic devices is to provide uninterrupted power 
supply of telecommunications device. The power sources that 
are available at the moment of decision will be used. 
Nevertheless, additional criterion could be included as for 
instance the lowest price of energy. Therefore, there has to be 
coordination between power electronic devices. The choice of 
energy source which powers consumers depends on the 
availability of energy resources and the needs of consumers. 
Thereby, the only energy source that is completely controlled is 
storage battery. The presence of voltage of power distribution 
grid and energy of alternative sources are not under the control 
of power electronic devices. Because of that, the batteries are 
heart of the system. However, chemical energy sources are 
sensitive to external conditions; their capacity depends on the 
temperatures, and they have to be maintained by well-defined 
procedures. This means that it is necessary to develop special 
power electronic devices that would control the storage battery. 
Starting from the described concept, three groups of devices 
were developed:  

 voltage converters (rectifying modules and serial 
converters)  

 voltage distribution (DC and AC)  

 control devices for batteries  

All devices that are used to provide uninterruptable power 
supply are the parts of the system of power electronic devices. 
Each unit of power electronics have to be manageable. That 
basically means that it must have a microcontroller. In addition 

to measuring the parameters of energy sources microcontrollers 
control an operation of the voltage inverter. They can include it 
or exclude it as needed. In this way, the energy source for 
supplying consumers is defined. Of course, in such a way 
parallel operation of the various energy sources is enabled. 
Thereby, the power sources which operate in parallel do not 
have to provide the same amount of energy. The goal is to set 
maximum power from the alternative sources at their disposal 
at any given moment. Figure 8 shows the block diagram of the 
organization of uninterruptable power supply of mobile 
telecommunication center. The solution was implemented and 
characteristics are tested. The roles of some elements are: 

 Programmable AC distribution connects the individual 
consumer with voltage from power grid. Connection is 
through a switch and, if necessary, the link with power 
grid could be disconnected. Practically, if there is 
enough energy in alternative sources, consumers will 
be disconnected from the power grid and they will be 
power supplied from alternative energy sources. Of 
course, it is possible to use the combined solution - the 
part of consumers uses power grid and the other part 
uses alternative sources.  

 Rectifying modules are controllable AC/DC 
converters. At the implemented solution nominal value 
is 24V. Rectifying modules power supply 
telecommunication devices in the case when the 
voltage from power grid is present. Rectifying modulus 
-charger has the same configuration as the other 
rectifying modules, but it is set to charge the battery 
optimally from the power grid  

58



 Programmable serial converter controls alternative 
source and on the basis of the measured parameter 
values sets the output voltage of the converter in order 
to maximize use of alternative energy sources. 
Practically, it is non-insulated DC/DC converter 
controlled by a microcomputer.  

 DC distributions provide uninterrupted power supply 
of telecommunications equipment. Possible sources of 
energy are electric power distribution grid and storage 

battery. It is possible that the modules operate in 
parallel. 

 A system for controlling the storage battery is a circuit 
that controls the correctness of each cell of the storage 
battery. It has the ability to correct the value of the 
voltage of each cell and thus it allows optimal charging 
and discharging of the storage battery.  

 

 

 
Figure 8.  Organization of the power supply of mobile telecommunication center 

The coordination of operation of the microcontrollers is 
accomplished through a microcontroller system. Figure 9 
shows how microcomputers of power electronic devices are 
connected in the solution of uninterruptable power supply of 
mobile telecommunications center. 

The main program is installed on a personal computer. 
Through the same computer remote monitoring is organized as 
well as the control of power electronic devices. Thus, PC is at 

the top of the hierarchy of power electronics system. Via 
Ethernet computer communicates with the distributions. Power 
converters communicate with distributions via RS 485 
interface. The power converters collect data on energy sources 
and consumer needs. The data are processed in the distributions 
and forward to the computer. Based on the collected data and 
the pre-set algorithm, the computer adjusts which power 
sources will be used. 
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Figure 9.  Microcomputers connecting of the power supply of mobile telecommunication center 

CONCLUSION 

The paper describes the solution implemented for power 
supplying mobile telecommunication facility. The power 
electronic devices are connected to each other and together 
form a system of power electronics. Since microcontrollers 
have become integral elements of almost every power 
electronic device a solution n that allows a reliable and 
uninterruptable operation of the telecommunications device 
with the maximum use of alternative sources was created. The 
procedure described is called “DC distribution”. In the method 
described the efficiency of the use of alternative sources 
increases more than 30%. The storage battery was chosen as 
basic source of energy. In this way, the operation autonomy of 
the device in the case of absence of power sources is correctly 
defined. Also, the solution described allows parallel operation 
of alternative energy sources and electric distribution power 
grid.  

Until now, a model of the solution described was realized. 
In the next years it is expected a production of zero series, and 
later serial production of procedure of the uninterrupted supply 
of telecommunication facilities. 
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Abstract— In this paper the modified active damping law 

was used to damp oscillations during the synchronization 
process of PMSG cascade. Due to the imposed capacity limit 
of the converter and exclusive reactive power injection, the 
damping ability is limited. Boundaries of the area which 
defines possible synchronization depend on PMSG initial 
speed and the difference between the grid and PMSG angle at 
the moment of connection. Exhaustive tests by means of the 
state of the art HIL emulation were performed to prove both 
the modified damping law and its area of application.  

Keywords-PMSG (Permanent Magnet Synchronous Generator), 

PMSG cascade, active damping,  modified active damping, area 

of operation, boundaries,  

I.  INTRODUCTION  

Active Damping Principle is proposed as the part of control 
algorithm strategy in various grid connected applications. The 
aim of active damping is very similar or the same as the 
purpose of passive damping structures (based on passive 
elements) – to damp oscillations during the transition period 
and improve stability. In contrast to passive dampers, active 
damping topology contain power electronics converters as 
active elements. It should be noted that active damping is much 
different from one similar structure - active filter. The purpose 
of active filtering is to suppress or eliminate undesired 
harmonics in the system, while the active damping primarily 
damps transient oscillations. Modus operandi of the active 
damping is to use the converter (say 3-phase inverter) and 
control it in such manner to emulate the “programmable“ 
impedance, effectively increasing the system original damping 
level. The concept is tested in many applications. The active 
damping principle is employed in FACTS to improve the 
transient stability of the system in case of power flow 
fluctuations [1]–[6], and grid voltage disturbances [7]–[9]. 
Recently a number of papers propose the active damping  to 
improve the stability of LLCL-filter based grid connected 
inverters [10] – [12].  

In [13] the concept of permanent magnet synchronous 
generator (PMSG) cascade is proposed (Fig. 1) to actively 
damp the system subjected to the input power fluctuations 
(changes in the input load torque). This is essentially achieved 
through the series converter connected in the open winding of 
the PMSG which effectively modulates the overall reactance. 
In this paper the similar approach with modified algorithm is 

employed to help the PMSG direct connection to the grid. The 
results are verified using state – of – the art Hardware In the 
Loop (HIL)  platform [14]. 
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Figure 1. PMSG Cascade 

II. ACTIVE DAMPING ALGORITHM FOR PMSM CASCADE 

The main components of a PMSG cascade system (see Fig. 
1) are: a grid-connected PMSG and a small series converter 
(20% of rated power) in the star point of the open winding 
PMSG) [13]. 

In Fig. 2, the synchronous generator is modeled as a three 
phase voltage source uEMF in series with synchronous 
inductance xS, while the grid and the series converter are 
modeled as two additional three-phase voltage sources, uGRID 
and uSC, respectively. 

 

Figure 2. Simplified model of PMSG Cascade 

Power flow through the system is controlled by injecting 
reactive voltage u

r
SC whose phase is shifted 90◦ with respect to 

the line current vector. The additional requirement is that 
injected reactive voltage component u

r
SC should not exceed 0.2 

[p.u.]. 

The grid is assumed to be ideal (the infinite power) where 
UGRID = 1 [p.u.], while the PMSG rotor speed varies only 
slightly around its nominal value, i.e. n = 1 [p.u.]. It also 
implies UEMF=1. So simplified system can be described with 
following equations:    
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The first part of (1) is well known expression which 
describes (in [p.u.]) the PMSG with rounded rotor connected to 
the ideal grid. Generally this equation defines the power flow 
between two voltage sources connected through the reactance 
(xs here). However, the second part of the equation depends on 
the injected voltage of series converter, u

r
SC. Controlling this 

voltage, the electrical torque mel can be modulated and hence, 
this modulated torque could bring the damping ability. Using 
the electro-mechanical analogy, it can be shown [13] that the 
voltage u

r
SC should be generated as follows: 
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where kdmp is the damping factor and θ is the angle difference 
between the grid voltage and induced PMSG electromotive 
force. After the start of synchronization this angle difference is 
usually called the power angle. The upper equation is actually 
the variation of well-known spring law applied to 
electromechanical phenomena [15]. From (1) and (4) it can be 
obtained: 
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(5)

   
which is basically the core of the control law for damping  
oscillations caused by the input (mechanical) torque changes.  

III. SYNCHRONIZATION 

A. Introduction 

It is well known that for successful PMSG connection to 

the grid, appropriate grid voltage and emf vectors 

(magnitudes, angles and frequencies) should match. Even 

when voltage magnitudes (Ugrid = Ugen) and frequencies (ngrid = 

ngen) are the same, but not the phase angle (θgrid ≠ θgen), 

oscillations will occur as simulation results clearly confirm 

(Fig. 3). Of course these results are completely expected. 

Parameters of the simulated machine are given in [16]. The 

overall damping level of the system is even worse when we 

speak about the high power machine with relatively small 

stator resistance.  

B. Modified active damping principle 

The process of synchronization to the grid when voltage 

vectors are different essentially resembles the case when grid 

connected PMSG suffers load disturbances.  
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Figure 3. Synchronization attempt when the difference in phase angles is  

θ = 70° and ngrid = ngen 

The both processes include oscillations. Therefore, the idea 
to employ the active damping algorithm described in the 
section II. is actually very intuitive. However, the described 
control law (5) has to be modified, because in the case of the 
synchronization it cannot be assumed that PMSG speed is 
nominal, i.e. n ≠ 1 [p.u.]. Therefore, PMSG speed appears in 
the further consideration as a variable which also implies 
variable UEMF = n·ψ, where ψ is permanent magnets flux. 
Following these modifications, the equation (1) becomes: 
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Accordingly, the control law accordingly is given by:       
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 In the upper equation a is the damping coefficient instead 

of kdmp from (5). The torque expression (6) now becomes: 
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In order to complete the control law, the coefficient a has to be 
determined. The control structure is given at the Fig. 4. 
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Figure 4. Synchronization control scheme 

Although this control diagram looks pretty simple, the block 
which represent torque calculation is non-linear as (8) clearly 
shows. Therefore, in order to obtain coefficient a the 
linearization around the operation point has to be performed. It 
is justified to adopt the PMSG nominal value (n = 1 [p.u.]) for 
operation point because the process of synchronization should 
start when the speed approaches grid (nominal) speed. The 
linearized control diagram is presented on Fig. 5. 
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Figure 5. Linearized synchronization control scheme 

The characteristic equation derived from Fig. 5 is the second 
order equation: 
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and mel is defined by (8).  

Observing (9), the coefficient ξ and natural frequency ω can be 
easily obtained from: 
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Finally, from (10) and (12) desired damping coefficient a can 
be calculated as the function of ξ, and operation point θ0, n0 
(the initial angle difference and PMSG speed value at the very 
moment of synchronization respectively). The operation point 
(θ0, n0 ) itself depends on the input mechanical torque Mm 
which accelerates PMSG. At the Fig. 6 dependency of the 
coefficient a as the function of the driving input torque in the 
full range of Mm from 0.1 to 1 [p.u.] is presented. 
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Figure 6. Damping factor a 

From the upper diagram we can see that the coefficient a varies 
from 35.98 to 44.71 in the whole driving torque range. 
Therefore, we can adopt the average value, i.e. a = 38.7 in 
further calculations. Results presented later will justify such 
choice. 

C. Synchronization feasibility 

Let us apply the modified active damping law in the case 

from Fig. 3. The new situation is illustrated at the Fig. 7. 

Obviously, the synchronization is accomplished 
successfully. Oscillations in the power angle, PMSG currents, 
speed and torque fade away completely after 2 s, while the 
transient process is properly damped. 

However, keeping in mind that the capacity of the series 
converter is limited to 0.2 [p.u.], i.e: 

 ..2.0 upu r

sc                                                                   (13)   

it is clear that the synchronization cannot be achieved in all 
instances, i.e. for all values of initial PMSG speed ninit and 
angle difference θinit. 
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Figure 7. Synchronization attempt when the difference in phase angles is 
θinit = 70°, ngrid = ngen and modified active damping law applied 

Indeed, if the simulation is performed under the assumption 
that  θinit = - 150°, the situation is much different as shown at 
Fig. 8.  
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Figure 8. Synchronization attempt when the difference in phase angles is θinit = 
150°, ngrid = ngen and modified active damping law applied 

Obviously, the synchronization was not successful. That means 
the application of the proposed modified active damping law 
has certain limits which are the consequence of (13). 

D. Modified active damping law application area 

Boundaries of the area where the modified active damping 

control principle is applicable have to be determined. For that 

purpose, a detailed mathematical and simulation model are 

developed [17] in order to find the range of the input 

mechanical torque Mm, initial angle difference θinit and speed 

ninit for which the synchronization is possible. The simulation 

results are shown at the Fig. 9. 
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Results from the Fig. 9 are obtained under assumption that 

the initial PMSG speed at the moment of synchronization was 

ninit = 0.98 [p.u.], while the power angle (the difference 

between the grid and PMSG angle) and input mechanical 

torque are arbitrary values. It can be concluded that 

synchronization is possible for any value of the mechanical 

input torque in the range of [0.1,..,0.9, 1] when the initial 

power angle θinit is in the range of -30º to 100º. These 

boundaries are essentially the consequence of the limited 

series converter voltage (13). 

 

Figure 9. The area where synchronization is possible 

After the area is obtained by means of the detailed 
simulation, we need to perform exhaustive testing in order to 
verify the proposed modified active damping law. 

IV. EXPERIMENTAL RESULTS 

In order to check the control law and its borders, we need to 
perform tests in all operation points, particularly on area border 
(Fig. 9) itself and a little beyond. Testing with the real 
hardware, even when using small power test bench would be 
dangerous and too laborious because we need to test the grid 
tied PMSG application. A very efficient alternative would be 
real time, hardware in the loop (HIL) emulation with extremely 
high simulation step, i.e. overall latency of 1 μs [14]. 
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Interface board
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Figure 10. Experimental setup 

Fig. 10 shows the experimental setup for evaluation of the 

proposed synchronization algorithm. Dspace dS1104 is 

employed as the controller stage (Fig.5), while Typhoon 

HIL400 platform is used to emulate the power stage (Fig. 1). 

Tests were performed for nine cases of input mechanical 

torque: Mm =(0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0) [p.u.]. For 

each case, three operation points were chosen regarding initial 

power angle θinit – the upper boundary, the lower boundary 

and region between them. Here, only several characteristic 

results are shown. 
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Figure 11. PMSG Synchronization when Mm=0.3 [p.u]  and θinit=115º 
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Figure 12. PMSG Synchronization when Mm=0.3 [p.u]  and  θinit=-45º 
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Figure 13. PMSG Synchronization when Mm=0.9 [p.u] and  θinit=120º 
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At displayed figures, ωGEN  represents an electrical speed of 

PMSG, ωGRID  is grid frequency, id and iq are d and q 

components of the current in synchronous rotating frame 

where iq is the current component proportional to the electrical 

torque. 
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Fig. 14. PMSG Synchronization when Mm=0.9 [p.u]  and θinit=-35º 

The upper results represent two characteristic cases: small 
input driving torque (Mm = 0.2 [p.u.]) and big driving torque 
(Mm = 0.9 [p.u.]) in two extreme cases; at the lower and upper 
border of the area (Fig. 9). From Fig. 11 – Fig.14 it can be 
concluded that synchronization is performed successfully.  

At the Fig. 15 results are presented when the operation 
point is deeply into the safe area. 

 

Figure 15. PMSG Synchronization when Mm=1.0 [p.u] and θinit= 45º 

According to expectation, the system response is very clear and 
smooth.  

Further investigation was performed for cases when θinit 

belongs to the area well beyond designated borders (Fig. 15).  

From the figure bellow it is clear that the PMSG connection 
to the grid is not possible when the initial angle difference is 
significantly displaced from the pre-defined boundaries. 
However, the PMSG connection to the grid is still possible 
slightly beyond borders of the area defined by Fig. 9. In the 
purely theoretical scenario where no limits are imposed to the 
voltage injected by series converter, the synchronization would 

be possible for any instant in the range of θinit = [-180°, …, 

180°]. 

 

Figure 16. PMSG Synchronization when Mm=0.6 [p.u] and  θinit=160 º 

V. CONCLUSIONS 

The active damping principle is used successfully to cope 
with transient oscillations in grid-tied applications. In this 
paper the modified algorithm for PMSG cascade was employed 
to help PMSG direct connection to the electrical grid. It is 
assumed that converter injects only reactive voltage component 
equal to 0.2 [p.u.]. Therefore, the validity of algorithm is 
limited by initial synchronization conditions: angle difference, 
PMSG speed and driving input torque. The area of successful 
connection to the grid is determined using simulation and 
exhaustively tested by means of HIL emulation in all operation 
points of interest. The future research should deal with further 
modifications in the damping law principle. 
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Conduction Modes of a Peak Limiting Current
Mode Controlled Buck Converter

Predrag Pejović and Marija Glišić

Abstract—In this paper, analysis of a buck converter operated
applying a peak limiting current mode control is performed,
focusing regions where the limit cycle is unstable. Normalized
discrete time converter model is derived. Chart of operating
modes is presented, and it is shown that the converter exhibits
an infinite number of discontinuous conduction modes in an
area where the continuous conduction mode would be expected
assuming stable limit cycle. The converter is analyzed applying
numerical techniques to determine period number of different
discontinuous conduction modes and dependence of the output
current on the output voltage and the limiting current. The
numerical results agree with the analytical results in areas where
the limit cycle is stable, and differ in regions where the limit
cycle is unstable. Two different notions of stability, the limit cycle
stability and the converter open loop stability, are clarified.

Index Terms—Buck Converter, Current Mode Control, Dis-
continuous Conduction Mode.

I. INTRODUCTION

Buck converter, shown in Fig. 1, operated applying the
peak limiting current mode control is analyzed in this paper,
aiming proper understanding and modeling of regions char-
acterized by unstable limit cycle. Analytical models of buck
converters are presented in [1], where both the continuous
and the discontinuous conduction mode are analyzed, as well
as instability of the limit cycle in the continuous conduction
mode for the output voltage greater than one half of the
input voltage. The results presented there indicate open loop
instability of the converter in the discontinuous conduction
mode for the output voltage greater than one half of the
input voltage, although the limit cycle should be stable in
this case. Comprehensive presentation of [1] aggregates results
of many previous publications. Although the topic is more
than 30 years old [2], it occasionally attracted attention over
decades [3-7]. Detailed analysis is presented in [6], where
fairly general case is analyzed, resulting in equations that
are sometimes hard to follow. Discrete time model of the
converter and bifurcations are analyzed in [7]. In [8], open
loop instability of the converter operated in the discontinuous
conduction mode for the output voltage greater than one half
of the input voltage is analyzed, and as an auxiliary result
multiple period discontinuous conduction modes are noticed.
Besides, such waveforms have been occasionally observed in
practice, but remained without a deeper analysis. This paper is
a continuation of [8], focusing regions of unstable limit cycle
operation.

Purpose of this paper is to clarify operation of the peak lim-
iting current mode controlled buck converter in regions where
the limit cycle is unstable in an easy-to-follow manner. To
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Fig. 1. Buck converter.

achieve this goal, both analytical and numerical techniques are
applied. Analysis of the buck converter is reduced to analysis
of a switching cell. The circuit voltages, currents, and time
are normalized to generalize the results. A program to analyze
the switching cell operation is given, and the results obtained
using the program are presented, analyzed and discussed. It
is shown that the converter exhibits an infinite number of
period-n discontinuous conduction modes, and boundaries of
the region where such modes exist are analytically derived.
Regions where period-n discontinuous conduction modes oc-
cur are determined numerically and presented for n ≤ 10.
Dependence of the converter output current on the output
voltage and the limiting current is computed numerically, and
the results are equal to theoretical predictions in the regions
where period-1 operation occurs, while different elsewhere.
Open loop stability of the converter, being a concept different
than the limit cycle stability, is analyzed numerically, and
unstable regions are identified.

II. REDUCTION TO A SWITCHING CELL MODEL

A. Approximation

To simplify the analysis and to focus attention to the part
of the circuit that causes the complex behavior, let us assume
that the converter output voltage is constant. This assumption
at least has to hold over one switching period, to justify linear
ripple approximation. The assumption results in a simplified
equivalent circuit of the buck converter, as shown in Fig. 2,
frequently named as a “switching cell”.

B. Circuit Equations

After the converter is reduced to the switching cell intro-
ducing the approximation that the output voltage is constant,
solving the circuit essentially reduces to determination of the
inductor current waveform. Governing equation to determine
the inductor current waveform is

L
d iL
dt

= vL (1)
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Fig. 3. Aimed waveform of iL in the DCM.

which is a differential equation that requires an initial condi-
tion to provide a unique solution.

Voltage across the inductor depends on the states of the
switching elements. For all three (out of four theoretically
possible) combinations of states of switching elements that
occur during the converter operation, voltages across the
inductor are

vL =





VIN − VOUT , S− on,D− off
−VOUT , S− off,D− on
0, S− off,D− off

(2)

which results in the waveform of the inductor current in the
discontinuous conduction mode as depicted in Fig. 3. In the
case of the discontinuous conduction mode, later to be labeled
as period-1 discontinuous conduction mode, initial value of
the inductor current at the beginning of the switching period
is zero. The waveform consists of linear segments, since all of
the voltages that might appear across the inductor are assumed
as constant in time.

C. Normalization

The approach to analyze the switching cell in this paper is
primarily based on numerical simulations. To generalize the re-
sults, normalization is performed. Choice of the normalization
variables is typical, such that all of the voltages are normalized
taking the input voltage as the base quantity,

m , v

VIN
(3)

which results in MIN = 1. Chosen notation is such that
indexes of the voltages in general remain, while the quantity
is labeled as m instead of v. The only exception from this rule
is the output voltage, labeled just as M , according to

M , VOUT

VIN
. (4)

Currents are normalized using VIN/ (fS L) as the base
quantity

j , fS L

VIN
i (5)

while the time intervals are normalized taking the switching
period as the base quantity

τ , t

TS
. (6)

After the normalizations are performed, the differential
equation that governs the inductor current reduces to

d jL
dτ

= mL (7)

and the set of possible voltages across the inductor is

mL =





1−M, S− on,D− off
−M, S− off,D− on
0, S− off,D− off

. (8)

III. DISCRETE TIME MODEL OF THE SWITCHING CELL

Discrete time model of the switching cell is aimed towards
obtaining the average the output current of the switching cell
during one switching period (jOUT ), as well as the final value
of the inductor current at the end of the switching period,
jL(1), which is the initial value for the next switching period.
Both of the variables are dependent on the initial value of the
inductor current, jL(0), specified maximum of the inductor
current when the switch turns off, Jm, and the output voltage,
M . To perform the analysis, it is assumed that the output
voltage of the switching cell, M , is constant during a switching
period.

Operation of the switching cell during a switching period
is analyzed following state changes of the switching elements
in time, and thus related changes in the inductor voltage.

Each switching period begins with turning the switch on,
and the switching cell enters the state when the switch is
on, while the diode is off. Assuming this state throughout the
switching period, the final value of the inductor current would
be

jX = jL(0) + (1−M) . (9)

In the case jX ≤ Jm, this completes the switching cycle, and

jL(1) = jX (10)

while contribution of the switching period to the output charge,
i.e. the average of the output current is

jOUT =
jL(0) + jX

2
. (11)

This situation is depicted in Fig. 4(a). In the case jX > Jm,
at

τ1 =
Jm − jL(0)

1−M (12)

the inductor current reaches Jm, and the switch is turned off.
The switching cell enters state when the switch is off, and the
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Fig. 4. Switching patterns.

diode is on. Contribution of this interval to the output charge
is

q1 =
jL(0) + Jm

2
τ1. (13)

In the second interval, if entered, the inductor current is
determined by

jL(τ) = Jm −M (τ − τ1) . (14)

Assuming the switching cell remains in this state till the end
of the switching period, the final value of the inductor current
would be

jY = Jm −M (1− τ1) . (15)

In the case jY ≥ 0, obtained value really is the final value

jL(1) = jY (16)

and contribution of this interval to the output charge is

q2 =
Jm + jY

2
(1− τ1) (17)

resulting in the output current

jOUT = q1 + q2. (18)

This situation is depicted in Fig. 4(b). In the opposite case,
when jY < 0, at

τ2 = τ1 +
Jm
M

(19)

the diode turns off. Contribution of the time interval when the
diode was on to the output charge is

q3 =
Jm
2

(τ2 − τ1) . (20)

The third interval, if entered, is characterized by jL = 0,
since both the switch and the diode are open. This results in
the final value of the inductor current

jL(1) = 0 (21)

and the output current

jOUT = q1 + q3. (22)

This concludes the switching cell discrete time model. The
model should be considered as a mapping of jL(0), M , and
Jm to jL(1) and jOUT . Although it is possible to provide
these two expressions in a closed form, it is avoided here,
since the approach that involves auxiliary variables is more
convenient to be programmed, and the aim of this paper is
semi numerical analysis of the converter, being performed by
a computer program. The program used to analyze the buck
converter switching cell operated using peak limiting current
mode control is given in the Appendix.

IV. CONDUCTION MODES

Under the term “discontinuous conduction mode”, period-
1 discontinuous conduction mode is frequently assumed [1].
This mode results in the inductor current waveform as shown
in Fig. 3, and in the (M, Jm) plane occurs for

Jm < M (1−M) (23)

as detailed in [8] using the same notation as in this paper.
Besides, the open loop averaged model is unstable for M >
1/2, but in the whole region the DCM is characterized by
period-1 operation, with stable limit cycle.

As an auxiliary result of [8], occurrence of multiple-period
discontinuous conduction modes is described. Such modes are
characterized by a waveform which repeats after an integer
number of periods, and ends with a period of the type depicted
in 4(c), ending by an interval in which the inductor current
is equal to zero. Actually, this interval enforces periodical
behavior, since the initial condition is exact and fixed.

A question that naturally arises is a range in (M, Jm) plane
in which multiple period discontinuous conduction modes
occur. A boundary is determined with Jm value which is large
enough to guarantee that the inductor will not get discharged
over a switching period. Since the inductor is being discharged
with the slope −M , and the change in the inductor current is
−Jm over normalized time ∆τ = 1, the upper boundary is
determined by Jm = M . To summarize, conditions for the
multiple period discontinuous conduction mode to occur are:

1) Jm > M (1−M), to exclude period-1 discontinuous
conduction mode;

2) M > 1
2 , to provide unstable limit cycle of period-1

continuous conduction mode, as discussed in [8];
3) Jm < M , to allow the inductor current to discharge.
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Fig. 5. Chart of the conduction modes.

Described region of operation is depicted in Fig. 5. Besides
the described multiple period discontinuous conduction mode,
common period-1 discontinuous conduction mode operating
region is presented, as well as the continuous conduction
modes:

1) period-1 continuous conduction mode, for Jm >
M (1−M) (to avoid the discontinuous conduction
mode), and M < 1

2 , to provide stable period-1 limit
cycle.

2) period-n continuous conduction mode, for Jm >
M (1−M), and M > 1

2 , characterized by an unstable
limit cycle; it should be noticed that n in “period-n”
might go to infinity (n → ∞), which corresponds to
chaotic operation.

V. OUTPUT CURRENT AND STABILITY

Essential function to be modeled is dependence of the
switching cell output current, which is the average of the
inductor current, jOUT = jL, on the output voltage M , and
the control parameter Jm. Under the assumption that the limit
cycle is always period-1 and stable, there are two results,
depending on the conduction mode:

1) in the discontinuous conduction mode the output current
is given by

jOUT =
J2
m

2M (1−M)
(24)

2) in the continuous conduction mode the output current is
given by

jOUT = Jm −
1

2
M (1−M) . (25)

both of the equations reduce to jOUT = 1
2 Jm at the boundary

between the modes. It should be underlined here that in both of

Fig. 6. Dependence of the period number on M and Jm.

the assumed modes the equations are symmetric to the M = 1
2

line, since the same output current is obtained for Mx and
1−Mx, assuming the same value of Jm. This result is revisited
in this paper and it is shown that it is wrong, due to the limit
cycle instability for M > 1

2 .
For M > 1

2 the result for the output current for M > 1
2

and Jm > M (1−M), is different than given by (25), since
the expected inductor current waveforms do not correspond to
a stable limit cycle and do not appear in practice. Due to the
unstable limit cycle in the continuous conduction mode, the
switching cell might operate either in theoretically unlimited
number of different period-n discontinuous conduction modes,
or in period-n continuous conduction modes and chaotic, i.e.
aperiodic, continuous conduction modes, in regions specified
in Fig. 5. Dependence of jOUT on M and Jm in such cases
is convenient to be analyzed numerically, applying a program
given in the Appendix.

The program to analyze the switching cell normalized model
numerically, given in the Appendix, iterates the discrete time
model of the switching cell for a given set of M and Jm
values, starting from the initial value of the inductor current
equal to zero. The number of iterations is limited to 500
in the given example, but any larger number would provide
even more accurate results. The output current is computed
during the simulation, and the output charge accumulated. If
at a switching period the converter enters an interval when
both the switch and the diode are off, as depicted in Fig.
4(c), the simulation stops, records the period number, and
computes the output current according to the charge passed
to the output and the number of periods. In the case converter
operates in the continuous conduction mode, the simulation
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Fig. 7. Dependence of jOUT on M and Jm.

stops after the maximal number of periods elapsed, and the
output current is determined as the charge supplied to the
output over the interval of time determined by the maximal
number of periods. In the continuous conduction modes, the
larger the maximal number of periods is, the more accurate
value for the output current is obtained, since the startup
transient is included in the simulation, not just the steady
state operation. Program given in the Appendix is written in
Python programming language, using PyLab environment, and
presents a core part of the package used to generate results
for this paper: it computes and stores the period number and
average of the output current. The results are presented in Fig.
6 for the period number and in Fig. 7 for the output current.
The diagram of the period number indicates boundary of the
continuous conduction mode as predicted in Fig. 5 and by
the analysis behind it. The dependence of jOUT on M and
Jm does not follow the symmetry predicted by (25) and (24),
since instability of assumed fixed points is taken into account.

In [8], focus of the analysis was in period-1 discontinuous
conduction mode, where the limit cycle is stable, but the
converter is open loop unstable. Term “open loop” assumes
constant Jm, not dependent on M . Open loop instability
occurs when

d jOUT

dM
> 0 (26)

as detailed in [8]. It is a phenomenon different than the
limit cycle instability. For example, for M > 1

2 and Jm <
M (1−M), the limit cycle is stable, in period-1 discontinu-
ous conduction mode, while the converter is open loop unsta-
ble. To analyze stability for M > 1

2 and Jm > M (1−M)
numerical results provided by the program given in the Ap-

Fig. 8. Dependence of the switching cell open loop stability on M and Jm:
white—stable; black—unstable.

pendix are analyzed to determine open loop stability of the
converter. Such analysis requires derivative of jOUT over M
assuming Jm constant. The analysis is performed over the
entire set of simulation results applying finite differences to
estimate the derivative numerically. The result is presented in
Fig. 8, where open loop stable regions are shown in white,
while unstable regions are in black. The results match the
theoretical predictions for regions where period-1 operation
occurs, both for the continuous and for the discontinuous
conduction mode, and provide new insight for limit-cycle
unstable regions. Frequent changes from stable to unstable
operation indicate that small-signal parameters, commonly
used in regulator design, are of limited value in limit cycle
unstable regions, due to the sensitivity on parameter variations.

VI. CONCLUSIONS

In this paper, operation of peak limiting current mode con-
trol operated buck converter is analyzed, aiming understanding
of its operation in unstable limit cycle regions. The converter
is analyzed assuming constant output voltage, effectively re-
ducing the converter to the switching cell. Equations of the
switching cell are normalized, to generalize the numerical
results. A discrete time model of the switching cell is obtained
in the form of two functions that map the initial value of the
inductor current at the beginning of the switching cycle, the
output voltage and the limiting current to the final value of
the inductor current at the end of the switching cycle and the
average of the inductor current during the switching cycle.

After the normalized model of the switching cell is obtained,
it is analyzed assuming period-1 stable limit cycle operation,
and boundary between the continuous and the discontinuous

71



conduction mode is derived, as well as the output current in
both of the modes. The result indicates that the dependence of
the output current is symmetric over the line determined by
the output voltage being equal to one half of the input voltage.
Knowing that the limit cycle is unstable for the output voltage
greater than one half of the input voltage, boundary of the
region where period-n discontinuous conduction modes might
occur is determined analytically. Chart of modes is presented
in the limiting current versus output voltage plane.

After the analytical approach, numerical methods are ap-
plied to analyze the converter. Obtained normalized model
of the switching cell is simulated using the program given
in the Appendix, and dependence of the output current and
the period number on specified values of the output voltage
and the limiting current are obtained. Open loop stability of
the converter is analyzed, and complex behavior in regions
characterized by unstable limit cycle is observer. In regions
characterized by stable limit cycle, numerical and analytical
results match perfectly. Expected symmetry of the output
current assuming stable limit cycle is shown not to occur, and
the output current obtained in regions where period-1 limit
cycle is unstable is different from the value obtained assuming
stability.

Two notions of stability, the limit cycle stability and the
open loop stability, are clarified to be different. Open loop
stability chart of the converter is presented, showing that all
four combinations of the open loop and the limit cycle stability
actually occur in the analyzed converter. In regions where the
limit cycle is unstable the converter exposes complex behavior,
and small signal analysis is of small practical value due to the
sensitivity of parameter variations.
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VII. APPENDIX
from pylab import *

nitmax = 500
scale = 1000

nm = 1 * scale

deltam = 0.5 / nm
nj = 3 * scale / 2
deltaj = 1.5 / nj

M = linspace(deltam, 1 - deltam, nm)
Jm = linspace(deltaj, 1.5, nj)

Jout = empty((nm, nj))
Pern = empty((nm, nj))

mout = []
jout = []
pern = []

ijm = - 1
for jm in Jm:

ijm += 1

im = - 1
for m in M:

im += 1

print jm, m

# initialization
tau = [0]
jln = [0]
dcmflag = 0
jl0 = 0
q = 0
nper = 0

count = 0
while (dcmflag == 0 and count < nitmax):

count += 1
nper += 1
tau1 = (jm - jl0) / (1 - m)
if tau1 > 1:

jl1 = jl0 + 1 - m
tau.append(tau[-1] + 1)
jln.append(jl1)
q += (jl0 + jl1) / 2.0
jl0 = jl1

else:
tau.append(tau[-1] + tau1)
jln.append(jm)
q += (jl0 + jm) / 2.0 * tau1
tau2 = jm / m
if tau1 + tau2 > 1:

tau3 = 1 - tau1
jl1 = jm - m * tau3
tau.append(tau[-1] + tau3)
jln.append(jl1)
q += (jm + jl1) / 2.0 * tau3
jl0 = jl1

else:
tau.append(tau[-1] + tau2)
jln.append(0)
q += jm / 2.0 * tau2
dcmflag = 1
tau4 = 1 - tau1 - tau2
tau.append(tau[-1] + tau4)
jln.append(0)
jl0 = 0

jout = q / nper

Jout[im, ijm] = jout
Pern[im, ijm] = nper

np.save(’M.npy’, M)
np.save(’Jm.npy’, Jm)
np.save(’Jout.npy’, Jout)
np.save(’Pern.npy’, Pern)

72



Modeling and Analysis of New Adaptive Dual 
Current Mode Control 

 

Srđan Lale, Milomir Šoja, Slobodan Lubura 
Faculty of Electrical Engineering 

University of East Sarajevo 
East Sarajevo, Bosnia and Herzegovina 

srdjan.lale@etf.unssa.rs.ba, milomir.soja@etf.unssa.rs.ba, 
slubura@etf.unssa.rs.ba 

Milan Radmanović 
Faculty of Electronic Engineering 

University of Niš 
Niš, Republic of Serbia 

milan.radmanovic@elfak.ni.ac.rs

 
 

Abstract—This paper proposes a new adaptive dual current mode 
control (ADCMC) approach which is modification of existing 
dual current mode control (DCMC). ADCMC introduces several 
significant advantages over DCMC, such as no peak-to-average 
error in the inductor-current signal, better transient response of 
inner current loop, improved line regulation and easier 
adjustment to different types of power electronics converters. 
Besides description of the working principles of ADCMC, this 
paper presents the development of small-signal model and 
transfer functions of ADCMC on the example of buck converter. 
Simulation results are presented which prove the derived 
analysis. 

Keywords- buck converter; current-mode control (CMC); line 
regulation; peak-to-average error; transient response. 

I.  INTRODUCTION 

The control of power electronics converters can be divided 
into two main groups: voltage mode control (VMC) and 
current mode control (CMC). CMC is frequently used instead 
of VMC, because it has several important advantages over 
VMC. The one of them is overcurrent protection, for example. 
Further, it is well known that CMC improves converters’ 
transient response by reducing the order of their transfer 
functions. Also, it improves line regulation by inherently built-
in feed-forward property. CMC methods are first introduced in 
1970s [1]. After that they have been increasingly used. Usually, 
CMC methods are divided into fixed-frequency and variable-
frequency methods. In literature there are several basic fixed-
frequency CMC methods and their modifications, including 
peak CMC (PCMC) [2]-[4], valley CMC (VCMC) [2], average 
CMC (ACMC) [5], [6] and charge control [7], [8]. 

PCMC and VCMC are the most commonly used among 
fixed-frequency methods. They have some excellent features, 
including constant switching frequency, simple implementation 
and good dynamic response. However, they have several 
drawbacks. The most important one is appearance of 
subharmonic oscillations when the duty cycle is above 0.5 (for 
PCMC) or below 0.5 (for VCMC) [9]. In order to eliminate 
these subharmonic oscillations, the slope compensation must 
be used. Also, they have large peak-to-average error in the 
inductor-current signal. 

Variable-frequency CMC methods overcome these issues 
by operating in free-running mode. One of the most popular 
variable-frequency methods is hysteresis CMC [10], [11]. It 
has several advantages, including no slope compensation, no 
subharmonic oscillations and zero peak-to-average error. 
However, hysteresis CMC is not so suitable in practice due to 
its variable frequency. There are some modifications of 
hysteresis CMC, as in [12], [13], which rely on its fixed-
frequency operation. 

In [14] a fixed-frequency dual current mode control 
(DCMC) is proposed, which ensures stable operation of power 
converters for the entire range of duty cycle. Unlike PCMC and 
VCMC, DCMC needs dual boundaries (peak and valley) for 
the inductor current and two clock signals phase shifted for 180 
degrees. In this way the converter naturally crosses from 
PCMC to VCMC and vice versa. DCMC is more complex to 
implement, but it offers important advantages, including no 
slope compensation, no subharmonic oscillations and fixed-
frequency operation. However, DCMC has one important 
drawback. The gap voltage (width between two boundaries) 
must be chosen in advance properly to be larger than the 
maximum peak-to-peak ripple of the inductor current. This can 
adversely affect the waveforms of converter’s inductor current 
and output voltage, especially in the cases of power factor 
correction circuits (PFC) and inverters, where peak-to-peak 
current ripple always changes during their work. Also, 
significant peak-to-average error exists. 

This paper proposes a new adaptive dual current mode 
control (ADCMC), which improves the qualities of DCMC by 
introducing an adaptive gap voltage, which is equal to the 
measured instantaneous value of peak-to-peak current ripple. 
The result is close to hysteresis operation, but with fixed-
frequency, which is ensured with two clock signals. ADCMC 
offers several advantages over DCMC which will be 
demonstrated in this paper. 

This paper is organized as follows. ADCMC’s principles of 
operation are presented in Section II. A small-signal model on 
the example of buck converter is developed in Section III. 
Section IV presents the simulation results. Finally, the 
conclusion is given in Section V. 
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II. PRINCIPLES OF OPERATION OF ADCMC 

The basic principles of operation of DCMC proposed in 
[14] are presented in Fig. 1 for buck converter, along with 
characteristic operating modes. DCMC has two main parts: 
outer voltage loop (negative feedback with compensator Gc(s) 
for regulation of output voltage vo) and inner current loop (two 
comparators, clocks clkA and clkB and driving logic). The 
output of voltage compensator vc is actually the reference 
inductor current. Upper and lower boundaries for the inductor 
current iL are formed by summing and subtracting the control 
signal vc with the voltage Va. For correct and stable operation 
of DCMC the voltage band 2Va must be larger than the 
maximum peak-to-peak ripple of the inductor current. 
Therefore, the voltage Va must satisfy the following condition: 

 max2 ,
4

g
a iL Lpp iL

s

v
V K i K

f L
    (1) 

where: KiL is measuring gain and ΔiLppmax is maximum peak-to-
peak ripple of the inductor current, vg is input voltage, fs=1/Ts is 
switching frequency and L is the inductor value. 
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Figure 1.  a) DCMC of buck converter, b) Characteristic operating modes. 

It is obvious from Fig. 1.b (except for duty cycle D=0.5) 
that there is significant peak-to-average error in the inductor 
current (the difference between the reference current vc and the 
average value of the inductor current), similarly as in PCMC 
and VCMC. Therefore, DCMC isn’t able to directly control the 

average value of the inductor current. This can be an issue 
especially in PFC or inverter topologies. In these topologies 
with high voltage band 2Va the transient response of the 
inductor current in boundary case (D=0.5) can be too slow, 
which results in distortion of waveforms of the inductor current 
and the output voltage. Also, every time when operating 
conditions change, such as input voltage, load, switching 
frequency, etc., a new value of voltage Va must be determined. 

In order to resolve these issues, this paper proposes a new 
ADCMC method, which is based on computation of voltage 
band 2Va for the instantaneous operating conditions of 
converter. The voltage band 2Va can be calculated using the 
instantaneous value of peak-to-peak current ripple ΔiLpp in the 
following way: 

 2 ,a va iL LppV K K i   (2) 

where Kva≥1 is scaling factor. If Kva=1, ADCMC becomes 
similar to the hysteresis CMC, but with constant switching 
frequency. The great benefit from this feature is that ADCMC 
directly controls the average value of the inductor current, so 
no peak-to-average error exists. Also, the current transient 
response will be faster when some of the converter’s 
parameters, especially input voltage, take sudden changes. 

Equation (2) applies for general case regardless to the type 
of power converter. However, it is very difficult to directly 
measure the current ripple ΔiLpp. It is commonly calculated by 
measuring the input and output voltage of converter. For the 
buck converter, the voltage band 2Va is equal to: 

 2 1 .o o
a va iL
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v v
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 (3) 

The scheme from Fig. 1.a remains the same for ADCMC. 

III. SMALL-SIGNAL MODEL ANALYSIS 

A small-signal AC model of the buck converter with 
ADCMC can be derived using standard procedure described in 
[15]. The small-signal averaged equations for buck converter 
from Fig. 1.a operating in the continuous conduction mode 
(CCM), under duty cycle control, can be expressed as: 
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where ˆ ( )gv t , ˆ ( )ov t , ˆ ( )gi t , ˆ ( )Li t  and ˆ( )d t  are small AC 

variations superimposed to the quiescent values Vg, Vo, Ig, IL 
and D of input and output voltage, input and inductor current, 
and duty cycle, respectively. The quiescent values are equal to: 
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For modeling of ADCMC, a simple first-order 
approximation is employed, under assumption that the 
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measured average inductor current ( )
S

iL L T
K i t  is equal to the 

reference current vc(t). This approximation is valid if the factor 
Kva is equal or approximate to one, while for DCMC this isn’t 
the case. Using this approximation, following applies: 

 ˆ ˆ( ) ( ),iL L cK i t v t  (6) 

where ˆ ( )cv t  is a small AC variation of current reference vc(t). 

Substitution of (6) in (4) leads to the small-signal model of 
buck converter with ADCMC: 
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The Laplace transforms of (7) are: 
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The control-to-output transfer function Gvc(s) can be 
obtained from (8) as: 
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The simple transfer function (9) is used for design of the 
output voltage compensator Gc(s). It is obvious from (8) that 

the line-to-output transfer function 
ˆ ( ) 0

ˆ ˆ( ) ( ) ( )
c

vg o g v s
G s v s v s


  

is zero, which offers great line regulation. The identical transfer 
functions can be derived for DCMC, however due to the fact 
that the first-order approximation isn’t valid for DCMC, the 
nonzero line-to-output transfer function exists, which is proved 
in [15] using a more accurate model. 

IV. SIMULATION RESULTS 

The performances of ADCMC and its advantages over 
DCMC in the same operating conditions were tested with 
simulations for the buck converter with following parameters: 
Vg=28 V, L=120 µH, C=1000 µF, R=4 Ω and fs=20 kHz. The 
all scaling and measuring gains KiL, Kva and Kvo are set to one. 
According to (1) for DCMC the value of Va was set to 2 V. The 
output voltage compensator Gc(s) is a simple proportional-
integral (PI) regulator. There will not be discussion about its 
design, because this paper is focused only on the inner current 
loop. Dynamics of the output voltage loop is too slow and 
doesn’t affect the faster inner current loop. 

A. Peak-to-average Error in Stationary State 

In order to show the difference in peak-to-average error for 
DCMC and ADCMC, stationary state was analyzed for two 
values of the output voltage: 10 V and 20 V. The waveforms of 
inductor current, control signal, upper and lower current limit 
in stationary state are shown in Fig. 2 for DCMC and Fig. 3 for 
ADCMC. 
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Figure 2.  Simulation waveforms in stationary state for DCMC. 

0.03 0.0301 0.0302 0.0303 0.0304 0.0305

1

2

3

4

time [s]

Vo=10 V (D<0.5)

 

0.03 0.0301 0.0302 0.0303 0.0304 0.0305
3

4

5

6

7

time [s]

Vo=20 V (D>0.5)

 

iL

vc

vc+Va
vc-Va

iLaverage

iL

vc

vc+Va
vc-Va

iLaverage

 

Figure 3.  Simulation waveforms in stationary state for ADCMC. 

It is obvious from Fig. 3 for ADCMC that the average 
value of the inductor current excellently follows the current 
reference (control signal vc). However, if noted carefully, there 
is a small error between these two signals, which can be 
attributed to the delays in numerical calculation (simulation’s 
solver) and fact that the voltage Va from (3) applies for 
simplified model of buck converter in ideal conditions. 

B. Line Regulation 

Step changes of input voltage from 28 V to 16 V and vice 
versa are introduced in simulation in order to check the quality 
of line regulation of ADCMC. The output voltage was 
regulated to the value of 10 V. The results are shown in Fig. 4, 
Fig. 5 and Fig. 6. 

75



0.0298 0.0299 0.03 0.0301 0.0302 0.0303 0.0304 0.0305 0.0306 0.0307 0.0308
-2

0

2

4

6

time [s]

DCMC

 

 

0.0298 0.0299 0.03 0.0301 0.0302 0.0303 0.0304 0.0305 0.0306 0.0307 0.0308
0

1

2

3

4

time [s]

ADCMC

 

 

iL
vc

vc+Va

vc-Va

clkA
clkB

iL
vc

vc+Va

vc-Va

clkA
clkB

 

Figure 4.  Simulation waveforms for a step change in the input voltage from 
28 V to 16 V. 
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Figure 5.  Simulation waveforms for a step change in the input voltage from 
16 V to 28 V. 
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Figure 6.  Output voltage for a step change in the input voltage from 28 V to 
16 V and vice versa. 

It is obvious from Fig. 4 and Fig. 5 that ADCMC has much 
better transient response of the inductor current, which results 
in a very improved line regulation, as shown in Fig. 6. 

V. CONCLUSION 

In this paper, a new adaptive dual current mode control 
method was proposed. A detailed analysis of ADCMC’s 
principles of operation and small-signal model was presented. 
The performed simulations proved the analysis and showed 
some significant advantages of ADCMC over DCMC. 
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Abstract— Analog filter represents an inevitable block in modern 

telecommunications and electronics. They suppress the undesired 

spectrum components, regardless of their nature. An interactive 

Python application, developed for analyzing the analog filters' 

transfer function is described in this paper. The application 

calculates and draws most of the filter's characteristics such as: 

step and impulse response of the filter in the time domain, and, 

module, phase and group delay in the frequency domain. The 

application accepts transfer function of the filter described both 

using poles and zeros of the function, or polynomials of the 

numerator and denominator as inputs. A Python programming 

language is used as a development platform, since it is free, and 

offers large available online support. 

Keywords- analog filters, circuit analysis, Python 

I.  INTRODUCTION 

Almost every electronic device today has a filter. Filtering 
is an essential process in every data processing block. Its task is 
to suppress unwanted spectral components regardless of their 
origin.  

The transfer function of the filter is often defined in domain 
of complex frequencies (s-domain). When designing and 
analyzing digital filters, calculations are performed in the z-
domain. 

The intention of this work is to develop an interactive 
software package that can analyze transfer functions of analog 
filters [1]. It involves the calculation and graphical 
representation of the module, phase and group delay of the 
filter in the frequency domain, as well as the response of the 
filter in the time domain to pulse and step stimuli. This can 
later be used for the extraction of the most important 
parameters of the function that’s being analyzed. The 
application for these analyses accepts the analog filter transfer 
functions that can be described with its poles and zeros, or with 
the coefficients of the numerator’s and denominator’s 
polynomials. We are aware of the fact that there are many 
similar applications available on the internet. Nevertheless, in 
our experience, many of them do not show correct results of 
transfer function analysis. 

Python is chosen as a programming platform for 
developing the application. It is a widely used programming 
language that supports object-oriented, imperative and 
functional programming styles. It is free and available for 

majority of operating systems and can be packed into stand-
alone executable programs, allowing the distribution of 
Python-based software for use on those environments without 
requiring the installation of a Python interpreter. It has a large 
and wide-ranging standard library. As of October 2014, the 
Python Package Index [2], which is the official repository of 
the third-party software for Python, contains more than 49730 
packages offering a variety of functionality, including:  

 graphical user interfaces, web frameworks, 
multimedia, databases, networking and 
communications 

 test frameworks, automation and web scraping, 
documentation tools, system administration 

 scientific computing, data processing, image 
processing. 

In our case there were two major reasons for choosing 
Python programming language. First, it is C/C++ compatible, 
and the second, it is also compatible with a platform for 
software radio development GNU [3]. 

The theoretical basics of analog filters analysis will be 
given first, as well as formulas for calculating their properties. 
After that, some most important features of the Python 
programming environment will be described, including all 
necessary packages. This is followed by description of the 
application development, results of filter analysis example and 
the conclusion. 

II. FILTER’S TRANSFER FUNCTION AND ITS PROPERTIES 

Analog filters that we intend to analyze here can be passive 
and active circuits. They meet the requirements of causality 
and stability. Their transfer functions are expressed as a 
rational function of two polynomials where the order of the 
numerator, m, is less than or equal to the order of the 
denominator n. 

In this section, we will give basic definitions related to the 
transfer function of signal filters and formulas for calculating 
the characteristics that are extracted from them [4], [5], [6]. 
This analysis is performed in the frequency and in the time 
domain. Since the response of the filter in the time domain can 
be calculated only using the Residue Calculus, it is necessary to 
know poles and zeros of the filter transfer function. Similar 
requirements stand for the group delay and phase 
characteristics calculation. Namely, calculation of the filter’s 
phase characteristic using only the coefficients of the 
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polynomials can cause erroneous results. Therefore, our 
application applies formulas that use only zeros and poles of 
the transfer function. It is assumed that polynomials of the 
transfer function are solved first, by the designer, or 
alternatively by this Python application. 

The factorized form of the transfer function in the s-plane 
can be represented with: 
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Here, s stands for the complex angular frequency: jωσs . 

The imaginary part  sImω , is referred to as real angular 

frequency: ω=2πf, while f stands for the actual frequency, 

expressed in (Hz). Zeros of the transfer function are zk=αk+jβk, 

k=1, 2, ..., m, while the poles are pi=γi+jδi, i=1, 2, ..., n. where n 

represented the order of the filter and should satisfy that n≥m. 
Using the formula: 
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one can calculate gain of the filter at zero angular frequency, 
while using: 
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one can calculate gain of the filter at unit angular frequency. 

Since the angular frequency is usually normalized so that 

ωctitical=1, (for low pass filters this is usual bandwidth upper 

cutoff frequency, and for bandpass filters, this is usual 

bandwidth center frequency), value expressed by (3) is often of 

great importance.  

On the axis of real frequencies, i.e. for s = jω, the amplitude 
characteristic is calculated as:  
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If presented in the semilog scale, an amplitude 
characteristic is calculated with (6):  
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while the attenuation can be calculated using: 
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It is extremely important that the phase characteristics are 
calculated using:  
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or: 
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During the arctg function calculation, for each value of the 
angular frequency, one should first determine the quadrant of 
the angle by observing the signs of the denominator and the 
numerator. After that it is possible to calculate the desired 
angle. For example: if signs of the numerator and the 
denominator are both negative, the observed angle lays in the 
third quadrant of the complex plane, so that arctg function can 
be calculated as: 

 ./.arctgπ denomnumer .        (10) 

 The group delay is calculated with the formula:  
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The general form of the response in the time domain at the 
impulse function is shown in the following expression: 
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where q represents the order of the denominator’s polynomial. 
If the transfer function has only simple poles, than we have: 
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Substituting (1) into (12b), we obtain: 
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where pi=γi+jδi and pr=γr+jδr represent vectors of poles 
(complex), while zk=αk+jβk denominates vector of complex 
zeros. The order of the filter is n (equal to the number of poles), 
m is the order of the numerator’s polynomial (the number of 
zeros); σi is the real part of the pole, ωi is the imaginary part of 
the pole, αk is a real part of the zero, βk is the imaginary part of 
the zero. 

The response to the step-function is obtained when the set 
of poles is extended with one pole at zero. The new function 
whose inverse Laplace transform is to be determined would be: 
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In (13) the sum is increased by one, and set of poles is 
extended with: pn+1=0+j0. 

III. THE DEVELOPMENT OF THE PYTHON APPLICATION 

Python is a programming language that was developed in 
compliance with the OSI (Open Systems Interconnection) 
standards. It supports various programming styles. License for 
this programming language is opened (Open source) and it is 
free to use and distribute, even for commercial purposes. There 
are hundreds of software modules and packages for Python, 
available as standard libraries, or as those created by 
specialized groups and communities [7], [8].  

For the development of our Python application, the Eclipse 
programming environment [9] was used. The main reasons for 
this choice are its availability and openness, and easy 
development and debugging of programs. For the development 
of GUI applications, we used the standard Python's Tkinter 
GUI package [10]. Other Python’s GUIs are also available, like 
WX [11], or QT [12]. We have chosen Tkinter, because it is a 
Python’s default GUI toolkit. It is also stabile, mature, well 
documented, and has strong binding mechanism.  

For the development of application for the analysis of 
analog filters, it was necessary to use tree Python's package. 
The first allowed the use of certain functions and operations of 
the numerical mathematics - Numpy (Numerical Python) [13], 
second enables symbolical calculations - Sympy (Symbolical 
Python) [14], while the third allows displaying of calculation 
results using versatile graphs – matplotlib [15].  

A brief description of the application and instructions for its 
use will be given next. 

IV. ANALOG FILTER ANALYSIS WITH THE PYTHON 

APPLICATION 

When the application Transfer function properties is 
launched, first the user is asked to enter two integers: the 
number of zeros and poles of the filter’s transfer function. It is 
also possible to enter the transfer function of the filter in the 
alternative way, representing it with coefficients of the 
numerator’s and denominators polynomials. This is shown in 
Fig. 1. After pressing the “Fetch“ button, the application 
window is expanded, in order to enter simple zeros and poles 

of the function, as well as the initial gain of the filter. This is 
shown in Fig. 2.  

 
Figure 1.  Openning the application; input parameters  

 
Figure 2.  Extended application window for entering complex zeros and 

poles, and selecting commands 

When represented with its polynomials’ coefficients, the 
application automatically calculates their roots, considering 
them afterwards as sets of poles and zeros. 

The coefficients for this filter example are taken from [16]. 
This is an example of one H-type critical-monotonic all-poles 
low-pass filter, of 10

th
 order. Table 1. shows those coefficients. 

After pressing the “Fetch” button from the extended 
application window, the program first calculates typical gains 
of the filter. This is shown in Fig. 3.  

  
Figure 3.  Calculation of the filter unity gains 

Figs. 4, 5, 6, and 7 give the results of the filter analysis in 
the frequency domain. Those characteristics are: the amplitude 
characteristic (in dB), phase characteristic (in rad), group delay 
(in sec), and the attenuation (in dB), respectively. At Fig. 7, a 
detailed view at the most important part of the attenuation 
characteristic is zoomed. The application offers that option as 
well as saving the graphs into corresponding .png files. 

The responses of the filter in the time domain are shown in 
Fig. 8. 

Finally, Fig. 9 shows the position of poles and zeros in the 
s-plane. Poles are marked with crosses, while zeros are marked 
with small circles. It can be noticed that this graph is 
symmetrical along the real axes. 

V. CONCLUSION 

This paper presents the development of application for the 
analysis of analog filters described with zeros, poles and gain, 
or with the coefficients of the numerator’s and the 
denominator’s polynomials of the transfer function. The 
developed applications successfully perform these analyzes. 
We are aware that many commercial tools support the same 
calculation and analysis. However, the important advantage of 
our solution is the availability of Python programming 
environment, and therefore the openness and availability of 
developed application. Further research and application 
development will be oriented towards the implementation of 
calculation of additional features of filters, as well as the 
additional controls in the application. 
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TABLE I.  THE COEFFICIENTS OF THE DENOMINATOR POLYNOMIAL OF THE H FILTER 

s10 s9 s8 s7 s6 s5 s4 s3 s2 s1 s0 

1.0 1.4512 3.5253 3.6016 4.1933 2.9624 1.9859 0.8937456 0.3222619 0.0712828 0.0078896 

 

 
Figure 4.  Amplitude characteristic of the filter 

 
Figure 5.  Phase characteristic of the filter 

 
Figure 6.  Group delay 

 
Figure 7.  The attenuation 

 
Figure 8.  Impulse and Step response of the filter 

 
Figure 9.  S-plane with all poles and zeros 
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Abstract—This paper describes simulation results of testing the 

No Short-circuit current Dynamic Differential Logic (NSDDL) 

XOR/XNOR cell which consist of two NSDDL AND cells and one 

NSDDL OR cell. The goal is to consider the impact of individual 

defects in such complex circuit. Fault dictionary will be created 

based on repetitive simulations preformed for defects inserted 

one by one. For a short circuit defects detection logical function 

and supply current will be exploited. All cells are designed in 

CMOS TSMC035 technology using Mentor Graphics design 

tools. 

Keywords- cell; defects; short circuits; testing. 

I.  INTRODUCTION 

The dynamics consumption tracking of an electronic 
crypto-system, can provide more information about the system 
behavior and to make cracking the key easier. The most 
effective methods for attack on the crypto-system are Simple 
Power Analysis (SPA), Differential Power Analysis (DPA) and 
Electromagnetic Analysis (EMA) [1]. All of them relay on 
tracking the crypto-system activity by monitoring the changes 
in power consumption. Practically this means that 
measurements of biasing current will provide the additional 
information about circuit behavior. Therefore one talks about 
this current as a source of leaked information or as a Side 
Channel. Complex cryptographic algorithms are designed to 
discourage the attacker, or to impede the breaking the key by 
searching for all possible combinations in real time. Additional 
information about the behaviour of an electronic crypto-system 
can significantly reduce the number of combinations needed to 
explore a cipher. Collecting such information is known as the 
Side Channel Attack - SCA[2, 3]. 

We chose the NSDDL (No Short-circuit current Dynamic 
Differential Logic) [4] as a cryptographic method in hardware 
for data protection. The method is based on a modification 
TDPL (Three-Phase Dual-Rail Pre-Charge Logic) approach 
which introduces a third phase of work, during which all the 
capacitors in the circuit are empty [5]. An important novelty in 
NSDDL method is its immunity on unbalanced load of the true 
and false outputs. In addition, the method requires only one 
new cell that is combined with standard logic cells. 

To our knowledge the subject of test sequence synthesis 
and generally, testing of NSDDL based circuits was not 
considered in the literature and in that sense these proceedings 

are kind of pioneering work. Namely, the NSDDL method 
being based on (anti-) symmetry of two circuits named TRUE 
and FALSE (as will be explained later on in this paper) is by 
nature susceptible to faults that disturb the symmetry. From 
that point of view testing such circuits, or better to say, test 
signal synthesis should be a relatively straightforward task. It is 
the goal of this paper to propose a procedure for test signal 
synthesis and to give the first answers as to how easy the 
testability of this kind of circuits is. This is to be considered as 
a continuation of our research in testing of NSDDL circuit 
since in [6] fault simulation of a sequential circuit was 
performed. 

For demonstration of the procedure we usually implement 
in such situations [7], in this paper, we will consider testing of 
one of the NSDDL cells - the XOR/XNOR circuit. In fact, after 
insertion of short-circuit defects in the fault free circuit, the 
output signal and the proper NSD value (calculated using 
supply current) for each defect for certain combinations of 
input signals will be monitored by simulation. Namely, besides 
examining the logic function of the circuit, it is also very 
important to compare the supply currents of the faulty and fault 
free circuits. When defect is present in the circuit, it is very 
likely that it will be mapped in to change of mentioned supply 
current. 

Simulation results were obtained using ELDO simulator of 
Mentor Graphics Design Architect environment. To get the 
proper circuit parameters for simulation, layout design was 
performed first and post-layout parameter extraction took 
place. To draw the layout IC studio Mentor Graphics tools was 
used. 

II. NSDDL METHOD 

Cells resistant to SCA are based on the idea that each 
combination of input signals results in the same power 
consumption. This is possible when every logic cell has a 
counterpart that will react complementary. Therefore every 
functional cell has two outputs denoted as true and false. The 
hardware is doubled, but the effect of masking the true function 
of the cell is gained.  

NSDDL method is based on the three phase clocking. The 
first phase named pre-charge is aimed to drive all outputs (true 
and false) of all logic cells to go to high logic level. In the 
second phase, known as evaluation phase true output takes 
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desired value and false output takes the complementary value. 
The third phase is named discharged because all outputs go to 
the low logic level. 

The advantage of this method compared to other popular 
solutions, like WDDL [8], is its immunity to imbalance loads at 
true and false output. This is achieved by using a dynamic 
NOR circuit (DNOR) which minimizes the impact of short-
circuit currents in the CMOS circuit. It is integral part of the 
control logic and NSDDL cells. Figure 1 illustrates the 
circuitry of DNOR cell. 

 

Figure 1.  DNOR circuit 

Figure 2 illustrates waveforms of control signals. During 
the pre-charge phase signals PRE=0 and DIS=0, transistorM1 
is on, while the other transistors are off. The output goes to 
logic 1, regardless of the input signal IN. The evaluation phase 
begins when signal PRE=1 And DIS=0. Then M1 and M4 turn 
off, M2 is on, and the input signal IN controls the state of the 
transistor M3. If the signal IN=0, M3 is off, so that the output 
remains at logical 1. If IN=1, М3 and M2 are on and output 
switches to 0. It is obvious that the output becomes an inverting 
function of the input signal. Discharging phase occurs when 
PRE=1 and DIS=1. Therefore M3 is off and M4 is on and 
output goes to low logic level regardless to input signal. 

 

Figure 2.  Time waveforms of control signals for DNOR cell 

III. NSDDL XOR/XNOR CELL 

Figure 3 illustrates block diagram of XOR/XNOR, SCA 
resistant cell. This cell consist of three cells, two NSDDL AND 
and one OR [9-10]. As all other NSDDL cells it has true and 
false inputs and output. It is clear that the same structure 
provides the XOR function at the true output (OT) and XNOR 
function at the false output (OF). Therefore it is referred to as 
NSDDL XOR/XNOR cell. NSDDL AND and NSDDL OR 
cells explore mutually complementary function, it is obvious 
that they can be realized using the same hardware. The only 
difference makes the meaning of the true and the false output. 

 

Figure 3.  Block diagram of NSDDL XOR/XNOR SCA resistance cell 

It is important to note that all functions are implemented 
using native logic circuits with negative logic (NAND i NOR) 
which can be easily implemented in CMOS technology. DNOR 
circuit represents basic element for all SCA resistant cells in 
NSDDL technique. It provides inverting function when 
transforming from standard to NSDDL logic. 

Figure 4 shows layout of SCA resistant NSDDL 
XOR/XNOR cell. Layout of XOR and XNOR cells differs only 
in respect to the order of output ports which form desired 
functions. 

 

Figure 4.   Layout of SCA resistant XOR/XNOR cell 

For standard cells one can expect strong correlation 
between energy required for particular transition and 
combination of input signals. In particular any neutral event 
requires minimal energy while rise transition at the output 
needs more current to charge the output capacitance. NSDDL 
cells are designed with intention to mask cell operation 
regarding IDD. Therefore they should provide minimal 
correlation between stimulus signals and IDD. 

Energy consumption is expressed as integral in time of 

power (IDD·VDD) during one cycle of input signal change. For 

standard XOR and XNOR this cycle lasts as all three 

operational phases needed for NSDDL cell.  

As a measure of SCA resistance we consider normalized 

standard deviation NSD according to (1). 

��� = 100 ⋅
�

	
��
	                                (1) 

For each combination of input signals, energy is 

calculated. Eavg denotes average energy and is caluculated as 

the average value of energy for all input combinations. All 

energies for all input combinations calculated are further used 

to calculate the standard deviation, σ.   Table I summarizes 

results of the comparison. Columns 1 and 2 indicate input 

combinations. Symbols “↑” and “↓” denote the rise and fall 

transition, respectively. Columns 3 and 4 present results 

obtained for standard XOR and XNOR cells, respectively, 

while column 5 refers to NSDDL cell. 
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TABLE I.  CHARACTERISTICS COMPARISON OF CLASSIC  
AND NSDDL CELLS 

1 2 3 4 5 

A B EXOR[pJ] EXNOR[pJ] ENSDDL[pJ] 

0 ↑ -0.35 -0.48 -6.38 

0 ↓ -0.51 -0.30 -6.21 

↑ 0 -0.34 -0.47 -6.22 

↓ 0 -0.48 -0.33 -6.22 

↑ ↑ -0.28 -0.05 -6.27 

↓ 1 -0.35 -0.47 -6.16 

↑ 1 -0.48 -0.31 -6.27 

1 ↓ -0.34 -0.47 -6.19 

1 ↑ -0.52 -0.32 -6.21 

↓ ↓ -0.27 -0.05 -6.23 

Emax [pJ] -0.27 -0.05 -6.16 

Emin [pJ] -0.52 -0.48 -6.38 

Eav [pJ] -0.39 -0.33 -6.24 

δδδδE [%] 63.64 131.76 3.53 

σσσσ [fJ] 91.77 154.18 56.58 

NSD[%] 23.51 47.43 0.91 

 

The simulation results for NSDDL XOR/XNOR logic cell, 
in the presence of a defect, are described in the next section.  

IV. TESTING OF NSDDL XOR/XNOR  CELL 

To create a fault dictionary one is supposed to define the set 
of defects that are to be tested first. After that, the defect should 
be inserted into the circuit, one at a time, in order to analyze the 
effect of defect propagation. Two categories of defects are 
sought: catastrophic, that includes shorts and opens, and soft 
faults where the delay faults belong. Here only one sub-
category will be considered the shorts between the transistor 
terminals. To get the response of the faulty circuit, namely to 
get the fault-effect, one has to perform electrical stimulation of 
the faulty circuit. Of course, a test signal is to be established 
beforehand that is supposed to be capable to expose the fault-
effect if it is present into the response(s) of the faulty circuit. 

True and False blocks are emphasized with dashed 
rectangles in Figure 5 and their outputs are denoted as OT and 
OF, respectively. Observing this figure, one can see that these 
blocks have complementary structure where OT depends on At 
and Bt, while OF is function of Af and Bf. Figure 6.a shows an 
SCA unprotected NAND cell as a generic block while Figure 
6.b shows the schematic (taken from the TSMC035u library 
[11]) with marked defects. The same analogy is applied for 
NOR cell, which is presented to Figures 7.a and 7.b. 

 

Figure 5.  Block diagram of NSDDL AND cell 

a)  

b)  

Figure 6.  Standard NAND cell a) generic representation b) standard CMOS 

realization with marked defects 

a)  

b)  

Figure 7.  Standard NOR cell a) generic representation b) standard CMOS 

realization with marked defects 

Transistors are denoted with Pi_Fxy or Nj_Fxy, where P and 
N represent type of the transistor.  Counters marked as i and j 
represents index of PMOS and NMOS transistor, respectively. 
These counters take next values: i=1-4, and j=1-4 for NSDDL 
AND-First cell, i=5-8, and j=5-8 for NSDDL AND-Second cell 
and i=9-12, and j=9-12 for NSDDL OR cell. Fxy denotes a 
short-circuit fault (hence F) between the x and y terminal of the 
proper transistor. Therefore xy can take values from the set 
{GD, GS, SD}, where GD stands for gate-drain, GS for gate-
source, and SD source-drain. 

Effect of every defect is firstly observed with respect to a 
logic function of the circuit. When logic function is violated it 
can be considered that defect is detected. Results summarized 
in Tables II, III and IV provides detail information about 
coverage of the defects for NSDDL XOR/XNOR cell in 
presence of short-circuit faults in NSDDL AND-First, AND-
Second and OR cell, respectively. The symbol “↓” denotes the 
fall-transition.  
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TABLE II.  COVERAGE OF DEFECTS FOR NSDDL XOR/XNOR CELL IN 

PRESENCE OF SHORT-CIRCUIT DEFECTS IN NSDDL AND-FIRST CELL 

 Signal values of  NSDDL XOR/XNOR cell NSD 

  Fault free circuit 

At 0 0 1 0 1 0 1 1 1 0 0 0 NA 

Bt 1 0 0 0 1 1 1 0 1 0 0 0 NA 

Af 1 1 0 1 0 1 0 0 0 1 1 1 NA 

Bf 0 1 1 1 0 0 0 1 0 1 1 1 NA 

OT 1 0 1 0 0 1 0 1 0 0 0 0 
0.91 

OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in TRUE 

NSDDL AND-First sub-circuits 

P1_FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

34.64 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P1_FGS 
OT 1 1 1 1 0 1 0 1 0 1 1 0 

53.61 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P1_FSD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

47.69 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P2_FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

32.61 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P2_FGS 
OT 1 0 1 0 1 1 1 1 1 0 0 0 

60.34 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P2_FSD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

47.69 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N1_ FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

34.64 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

N1_ FGS 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

2.43 
OF 0 1 0 1 0 0 0 0 0 1 1 1 

N1_ FSD 
OT 1 ↓ 1 ↓ 0 1 0 1 0 ↓ ↓ ↓ 

115.82 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N2_ FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

33.79 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N2_ FGS 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

2.51 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N2_ FSD 
OT 1 0 1 0 ↓ 1 ↓ 1 ↓ 0 0 0 

111.22 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in FALSE 

NSDDL AND-First sub-circuits 

P3_FGD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

37.76 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P3_FGS 
OT 1 0 1 0 1 1 1 1 1 0 0 0 

52.99 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P3_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

110.29 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

P4_FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

17.32 
OF 0 1 1 1 0 0 0 1 0 1 1 1 

P4_FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

34.12 
OF 0 1 1 1 0 0 0 1 0 1 1 1 

P4_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

104.12 
OF 0 1 0 1 0 0 0 0 1 1 1 1 

N3_ FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

17.32 
OF 0 1 1 1 0 0 0 1 0 1 1 1 

N3_ FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

2.41 
OF 0 1 0 1 0 0 0 0 0 1 1 1 

N3_ FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

39.02 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

N4_ FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

18.77 
OF 0 0 1 0 1 0 1 1 1 0 0 0 

N4_ FGS 
OT 0 0 1 0 1 0 1 1 1 0 0 0 

2.55 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N4_ FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

39.02 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

 

TABLE III.  COVERAGE OF DEFECTS FOR NSDDL XOR/XNOR CELL IN 

PRESENCE OF SHORT-CIRCUIT DEFECTS IN NSDDL AND-SECOND CELL 

 Signal values of  NSDDL XOR/XNOR cell NSD 

  Fault free circuit 

At 0 0 1 0 1 0 1 1 1 0 0 0 NA 

Bt 1 0 0 0 1 1 1 0 1 0 0 0 NA 

Af 1 1 0 1 0 1 0 0 0 1 1 1 NA 

Bf 0 1 1 1 0 0 0 1 0 1 1 1 NA 

OT 1 0 1 0 0 1 0 1 0 0 0 0 
0.91 

OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in TRUE  

NSDDL AND–Second sub-circuits 

P5_FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

34.04 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P5_FGS 
OT 1 0 1 0 1 1 1 1 1 0 0 0 

52.99 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P5_FSD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

49.68 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P6_FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

32.77 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P6_FGS 
OT 1 1 1 1 1 1 1 1 1 0 0 0 

53.52 
OF 0 1 1 1 1 0 1 0 1 1 1 1 

P6_FSD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

49.68 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N5_ FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

34.04 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

N5_ FGS 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

2.55 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N5_ FSD 
OT 1 0 1 0 ↓ 1 ↓ 1 ↓ 0 0 0 

23.16 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N6_ FGD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

36.68 
OF 0 1 0 1 0 0 0 0 0 1 1 1 

N6_ FGS 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

2.41 
OF 0 1 0 1 0 0 0 0 0 1 1 1 

N6_ FSD 
OT 1 ↓ 1 ↓ 0 1 0 1 0 ↓ ↓ ↓ 

115.72 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in FALSE 

NSDDL AND–Second sub-circuits 

P7_FGD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

29.68 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P7_FGS 
OT 1 1 1 1 1 1 1 1 1 0 0 0 

53.61 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P7_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

105.32 
OF 0 1 0 1 0 0 0 0 0 1 1 1 

P8_FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

18.73 
OF 1 0 0 0 1 1 1 0 1 0 0 0 

P8_FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

49.73 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P8_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

109.25 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N7_ FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

16.83 
OF 1 0 0 0 1 1 1 0 1 0 0 0 

N7_ FGS 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

2.51 
OF 0 0 0 0 1 0 1 0 1 0 0 0 

N7_ FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

38.21 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

N8_ FGD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

19.18 
OF 1 1 0 1 0 1 0 0 0 1 1 1 

N8_ FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

2.44 
OF 0 1 0 0 0 0 0 0 0 1 1 1 

N8_ FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

38.21 
OF 1 1 0 1 1 1 1 0 1 1 1 1 
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TABLE IV.   COVERAGE OF DEFECTS FOR NSDDL XOR/XNOR CELL IN 

PRESENCE OF SHORT-CIRCUIT DEFECTS IN NSDDL OR CELL 

 Signal values of  NSDDL XOR/XNOR cell NSD 

  Fault free circuit 

At 0 0 1 0 1 0 1 1 1 0 0 0 NA 

Bt 1 0 0 0 1 1 1 0 1 0 0 0 NA 

Af 1 1 0 1 0 1 0 0 0 1 1 1 NA 

Bf 0 1 1 1 0 0 0 1 0 1 1 1 NA 

OT 1 0 1 0 0 1 0 1 0 0 0 0 
0.91 

OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in TRUE 

NSDDL OR sub-circuits 

P9_FGD 
OT 1 1 1 1 1 1 1 1 1 1 1 1 

14.65 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P9_FGS 
OT 1 1 1 1 1 1 1 1 1 1 1 1 

36.16 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P9_FSD 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

0.24 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P10_FGD 
OT 0 1 1 1 1 0 1 1 1 1 1 1 

0.28 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P10_FGS 
OT 1 1 1 1 1 1 1 1 1 1 1 1 

35.35 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

P10_FSD 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

19.27 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N9_ FGD 
OT 0 1 1 1 1 0 1 1 1 1 1 1 

14.65 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

N9_ FGS 
OT 0 0 1 0 0 0 0 1 0 0 0 0 

2.51 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N9_ FSD 
OT 1 1 1 1 1 1 1 1 1 1 1 1 

130.19 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N10 FGD 
OT 1 1 0 1 1 1 1 0 1 1 1 1 

25.16 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N10 FGS 
OT 1 0 0 0 0 1 0 0 0 0 0 0 

2.43 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

N10 FSD 
OT 1 1 1 1 1 1 1 1 1 1 1 1 

6.25 
OF 0 1 0 1 1 0 1 0 1 1 1 1 

Value of OT and OF signals in presence of short-circuit defects in FALSE 

NSDDL OR sub-circuits 

P11_FGD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

16.41 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

P11_FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

23.02 
OF 0 1 1 1 1 0 1 1 1 1 1 1 

P11_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

19.58 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

P12_FGD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

15.31 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

P12_FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

35.95 
OF 1 1 0 1 1 1 1 0 1 1 1 1 

P12_FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

27.05 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

N11 FGD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

15.31 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

N11 FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

2.51 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

N11 FSD 
OT 1 0 1 0` 0 1 0 1 0 0 0 0 

8.51 
OF 0 1 ↓ 1 1 0 1 ↓ 1 1 1 1 

N12 FGD 
OT 1 0 1 0` 0 1 0 1 0 0 0 0 

16.56 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

N12 FGS 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

2.54 
OF 0 0 0 0 0 0 0 0 0 0 0 0 

N12 FSD 
OT 1 0 1 0 0 1 0 1 0 0 0 0 

33.78 
OF ↓ 1 0 1 1 ↓ 1 0 1 1 1 1 

 

Observing results given in Tables II and III one can see that 
defects, in the TRUE sub-circuit, can be mapped to both 
outputs, OT and OF. The same applies for FALSE sub-circuit. 
Defects which do not affect both outputs OT or OF are marked 
with a bold. This is the case with NSDDL OR cell. These 
results are given in Table IV. Here, e.g. if the defect is in 
TRUE sub-circuits, its effect will be demonstrated only at OT 
output. Similarly, effect of the defect in the FALSE sub-circuit 
will be visible only at OF output. Since operation of the circuit 
is very specific, logic function is observed during 
EVALUATION phase for fault free and faulty circuits under 
the same input conditions. 

Testing based on the supply current is an excellent 
supplement to the testing of logic functions of a circuit. As dis-
cussed above, NSD parameter directly depends on the IDD and 
for that reason, this parameter is used as a second indicator. It 
can be seen form Table II and Table III that both criteria 
indicated the presence of a defect in a circuit for any simulated 
case. This means that defect coverage is 100% by the test 
signal given in the first two rows of the tables. This confirms 
that rough destruction (catastrophic fault presence) of the 
NSDDL's circuit symmetry has apparent influence to its 
response. That is important for testing but also for evaluating 
its main function. Namely, in the presence of a fault the circuit 
is not so effective in data protection.  

V. CONCLUSION 

In this paper, we showed how individual defects in lower 
level circuits (OR, AND) affect behaviour of cells at higher 
level (XOR/NXOR). For testing NSDDL XOR/XNOR cell two 
criteria were examined: logic function verification and IDDQ 
testing performed by calculating the NSD parameter. Seventy 
two simulations were performed in order to make the 
appropriate fault dictionary for defects of short-circuit type. 
After completing the test synthesis procedure for a 
XOR/XNOR gate one may conclude that expected results were 
obtained. Namely, both criteria give excellent coverage of 
defects. All seventy two defects were detected in either case. In 
fact the symmetry being violated by insertion of a fault, the 
fault effect is immediately visible at the output. It is important 
to mention that the individual defects inserted in the input 
NSDDL-And circuits of the NSDDL XOR/XNOR cell can be 
demonstrated on both outputs. This is not the case for defects 
in output NSDD-OR circuitry where effect of the defect is 
visible only at the one of the outputs (true or false). The 
number of defects visible on both outputs for is twenty eight.  
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Abstract—A bandgap voltage reference design based on a
simple topology utilizing a current mirror and a complementary
to absolute temperature voltage source is presented in the paper.
Simulation results for implementation in 130 nm CMOS standard
process show temperature variation of the output voltage within
5 mV over a temperature range of 165 K (from -40◦C up to
125◦C) in the nominal case, i.e. the absolute reference voltage
temperature variation is 0.19 %, i.e. 11.5 ppm/◦C. The influences
of supply voltage and process variations (including corner and
Monte Carlo analysis) on the output reference voltage are
presented and discussed. Time domain analysis shows that the
circuit is fully operational within 112 ns. The results are obtained
through the schematic level simulations using Spectre Simulator
from Cadence Design System.

Keywords-CMOS, integrated circuits, bandgap, voltage reference,
temperature stability

I. INTRODUCTION

The design of DC current and voltage sources internal to
the chip is an essential step in monolithic integrated circuits
design. The DC voltage and current references represent one
of the basic blocks of analog electronics. Namely, the perfor-
mance of nonlinear analog components depends strongly on
the current flowing through them, i.e. biasing conditions. The
task that these references should accomplish is to properly bias
analog components of integrated circuits. Among a variety of
solutions, efficient, simple and easy-to-design structures are
the priority. These reference circuits should be autonomous
when the supply voltage is switched on. Further, they should
be based on intrinsic physical properties or on reproducible
technology parameters [1], [2].

A process, voltage and temperature invariant reference
voltage within an integrated circuits means stable biasing
conditions - obtaining such a circuit for utilization in more
complex systems is the main motivation for this work.

In this paper a simple topology is employed to design
and simulate a bandgap voltage reference circuit intended
to provide a temperature stable output voltage of around
1.2 V over a range from -40◦C to 125◦C. The technology
process used is 130 nm, while the nominal supply voltage
is 3.3 V and the design model is ACM model presented
in [1]. The temperature coefficient achieved is 11.5 ppm/◦C
and the sensitivity of the reference voltage to the supply is 134
ppm/◦C. Besides these, process variations are analyzed and
treated through corner and Monte Carlo (statistical) analysis.
Time response is also given to show that the circuit operates in

a stable operating point, while the start-up time is 112 ns. The
results listed are obtained through schematic level simulations
using Spectre Simulator from Cadence Design System. In the
end, the characteristics of this work are compared to several
other such circuits found in literature and the possibilities of
improvements are discussed.

II. MODEL USED

The design methodology is based on the ACM
model [1], [3]. It is a current-based MOSFET model that uses
the concept of inversion level. According to the ACM model,
the drain current can be split into the forward (IF ) and reverse
(IR) currents:

ID = IF − IR = IS(if − ir), (1)

where IS is the normalization specific current, and if and
ir are inversion levels, forward and reverse, respectively. The
forward and reverse currents depend on the gate to source and
gate to drain voltages, respectively. If the transistor operates
in saturation, we have:

IF ≫ IR, thus: ID ≈ IF = IS · if . (2)

The normalization current is a function of the technology:

IS =
µCoxφ

2
Tn

2

W

L
, (3)

where µ represents the charge mobility, Cox gate-oxide capac-
itance per area, φT thermal voltage, n slope factor and W/L
transistor aspect ratio.

The inversion level value signifies the transistor operation
region in the following way: if if < 1, the transistor operates
in weak inversion and if if > 100 the transistor operates in
strong inversion region. If 1 < if < 100, the transistor operates
in moderate inversion region.

According to this model, the voltage and current are related
in the following manner [1]:

VP − VS(D)

φT
=

√
1 + if(r) − 3 + ln

(√
1 + if(r) − 1

)
, (4)
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where VP is the pinch-off voltage, given as the difference of
the gate potential and the zero bias threshold voltage (modified
by the slope factor):

VP ≈ VG − VT0

n
, if VG ≈ VT0. (5)

Further detailed description of the model can be found
in [1] and [3].

III. BANDGAP VOLTAGE REFERENCE

THEORY OF OPERATION

A bandgap voltage reference operation is based on adding
two voltages having equal and opposite temperature coef-
ficients, i.e. a voltage proportional to absolute temperature
(PTAT) and a voltage complementary to absolute temperature
(CTAT). The logic behind this idea is to cancel out the tem-
perature dependence, so that the output voltage, i.e. reference
voltage is independent of temperature variation. Therefore, the
reference voltage, VREF we can write as:

VREF = α · VCTAT + β · VPTAT . (6)

where α and β are coefficients of proportionality.

The temperature coefficient of a voltage is numerically
expressed by the first derivative of that voltage as a function
of temperature. Thus, in order to accomplish that VREF is
independent of temperature, its derivative needs to be zero:

∂VREF

∂T
= α

∂VCTAT

∂T
+ β

∂VPTAT

∂T
= 0. (7)

To achieve this, a CTAT and a PTAT voltages need to be
designed and, then, the coefficients α and β need to be set
in such a way that slopes of these two voltages are equal.

The easiest way to obtain a CTAT voltage is the forward-
biased pn junction - a diode. The diode current is given by [1]:

ID = IS · e
VD
φT , (8)

where IS represents a diode saturation current and VD is the
diode voltage. From this relation, we extract the diode voltage
as:

VD = φT ln

(
ID
IS

)
. (9)

The two members comprising the expression for the diode
voltage are of opposite temperature coefficient, but the PTAT
(the thermal voltage) is negligible when compared to CTAT
(the logarithm expression). Namely, the diode voltage temper-
ature coefficient is given as [4]:

∂VD

∂T
=

VD − (4 +m)φT − Eg

q

T
, (10)

where m ≈ −3/2 is the exponential coefficient of the mobility
dependence on temperature (expressed as µ ∝ Tm) and
Eg ≈ 1.12 eV represents the bandgap energy of silicon [4].

VDD VDD

ID ID

VD VDn

D1 DnD

...

...

Figure 1. A PTAT voltage can be obtained as the difference of VD and VDn

Therefore, the diode voltage is a CTAT in its nature. Assuming
a standard value of VD = 0.75 V and measuring at room
temperature, (10) yields a temperature coefficient of around
-1.5 mV/K.

To obtain a PTAT voltage, a pn junction is again used,
i.e. several pn junctions are used. Namely, the idea is to
subtract two VD voltages, thus canceling the CTAT members
and extracting the thermal voltage, i.e. the PTAT member. Such
an effect can be obtained if there are different currents flowing
through physically identical pn junctions, Fig. 1. Assuming
an array of n identical diodes (Fig. 1), according to (9), the
voltage of each one of them is given as:

VD1 = VD2 = ... = VDn = φT · ln
(

ID
n · IS

)
. (11)

Observing the difference of VD and VDn, yields:

VD − VDn = φT · ln
(
ID
IS

)
− φT · ln

(
ID

n · IS

)

= φT · ln (n) , (12)

which means that this voltage difference is PTAT in its nature.

The subtraction can be performed by inserting a resistor,
as shown in Fig. 2. The voltage over R1 is given as:

VR1 − VDn = ID ·R1. (13)

If VD and VR1 are equal, we can write:

VR1 − VDn = ID ·R1 = φT · ln (n) . (14)

Therefore, in order for this idea to work, the current generators
in Fig. 2 must be replaced by a circuit which will make sure
that VD = VR1. In this circuit, the current ID is completely
determined by the resistor R1.

There are different ways to provide equal voltage levels
at points VD and VR1, including the application of a current
mirror and an operational amplifier [1], [4]. Within this paper,
the current mirror is used because of its simpler realization
and a lower number of transistors. Thus, the ideal current
generators in Fig. 2 are replaced by a current mirror, as shown
in Fig. 3.
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VDD VDD

ID ID

VD

VDn

D1 DnD

...

...

VR1

R1

Figure 2. To obtain a PTAT, voltages VD and VR1 must be equal

VDD VDD

VD

VD1

D  =     D1D

VR1

R1

8x

VDD

CTAT

R2
PTAT

+ -

VREF

ID ID ID

MP1 MP2 MP3

MN1 MN2

Figure 3. Proposed circuit schematic

The temperature coefficient of VR1 − VDn is that of the
thermal voltage:

∂φT

∂T
=

k

q
= 86.25

µV

K
. (15)

Now, both CTAT and PTAT voltages are provided, even
though of unequal temperature coefficients. This issue is solved
by setting the coefficients of proportionality, α and β, in the
correct way. The last step is to sum these two voltages so
that the whole circuit yields an output voltage constant to
temperature variation. The easiest way to sum voltages is to
simply connect them in series. This is what the third branch
in Fig. 3 actually does. Namely, the output transistor, MP3,
copies the current from the current mirror. Thus, the voltage
VREF is given as:

VREF = VD + VR2 = VD + ID ·R2. (16)

From (14) we can write:

ID =
φT · ln (n)

R1
, (17)

which, used in (16), yields:

VREF = VD +
R2

R1
· ln (n) · φT . (18)

Comparing this expression with (6), we realize the fol-
lowing identities: VCTAT = VD, VPTAT = φT and α = 1,
β = (R2/R1) · ln(n). Substituting according to these relations
into (7), we obtain:

∂VD

∂T
+

R2

R1
· ln (n) · ∂φT

∂T
= 0. (19)

Temperature coefficients of pn junction and thermal voltages
are known from (10) and (15), respectively, whereas R1, R2

and n remain to be determined during circuit design.

IV. CIRCUIT DESIGN USING ACM MODEL

Some of the parameter values must be assumed. For
example, since this is a DC circuit and it is of primary
importance that all of the transistors be as equal as possible,
we are allowed to choose a wide channel transistor - therefore,
W = 10 µm. In this way, using larger transistors, matching
is improved [4]. For the same reason, the number of parallel
diodes in the second branch is chosen as n = 8. Namely, this
means that there will be 9 diodes in the PTAT circuit, that
can, thus, be positioned in a matrix of 3x3. In that way, all of
the matching conditions will be fulfilled, and the probability
of system mismatch highly lowered [4]. Further, a somewhat
larger resistor is chosen, R1 = 1 kΩ. Further, for the proposed
circuit to function properly, all transistors must operate in
saturation. Obviously, transistors MP1, MP2 and MN1 will
always operate in saturation, but for MN2, this condition must
be secured through component design. According to the ACM
model, that means: if ≫ ir. To make sure that they will
all remain saturated and in strong inversion in all cases, we
assume if1 = 200.

Using the transistor model approximate parameters, it is
possible to calculate the sheet normalization current:

ISH =
IS

W/L
=

µCoxφ
2
Tn

2
= 61 nA. (20)

According to (17), the drain current, i.e. the current of each
of the branches, is determined by the resistor R1. Therefore,
it can be calculated as ID ≈ 53µA. Now it is possible to
calculate the transistor ratio:

W

L
=

53 · 10−6

200 · 61 · 10−9
= 4.4 ≈ 5, (21)

which means that L = 2 µm.

The final unknown value of this circuit is the resistivity of
R2, which is determined from the temperature invariance con-
dition, (19). Even though an approximate value for ∂VD/∂T
is already mentioned in section III of this paper, it varies
significantly for each technology. Therefore, the actual value
of this coefficient for this particular technology process is
obtained through an experiment: a simple DC simulation yields
∂VD/∂T ≈ −1.115 mV/K, for the range of temperatures from
-40 up to 125◦C.
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Substituting now the obtained temperature coefficients and
the rest of the known values, we write an equation with only
one unknown:

−1.115 · 10−3 +
R2

103
· ln 8 · 86.25 · 10−6 = 0, (22)

which provides a solution to the unknown value of the final
circuit component, the resistor R2 ≈ 6500 Ω.

V. SIMULATION RESULTS

Since we used approximate values for the calculations
performed in section IV of this paper, some fine tuning is
expected. After several iterations of simulations, these are the
final parameter values of all the components used in circuit in
Fig. 3 all transistor channel widths are 10 µm and all lengths
are 2 µm, n =8 R1 = 1 kΩ and R2 = 6.86 kΩ.

In several simulations, the characteristics of the designed
bandgap reference voltage circuit are demonstrated. First, the
output of the circuit, i.e. the reference voltage, is shown
as a function of temperature and of supply voltage. Then,
process variations are simulated, observing the worst case
scenarios through corner analysis and the statistical mismatch
through Monte Carlo analysis. In the end, transient analysis is
performed to show that the circuit’s operating point is stable.

From Fig. 4 we see that the output voltage varies only
±2.370 mV around the mean value of 1245.341 mV over a
temperature range 160 K wide, i.e. from -40 to 125 ◦C. This is
an error of 0.19 % and of 0.0012 % per ◦C, i.e. 11.5 ppm/◦C.

Supply voltage variations are demonstrated in Fig. 5. The
nominal value of VDD is 3.3 V and here the circuit behavior
at ±10 % is shown. The simulation results show that, with the
supply voltage change from 2.97 V to 3.63 V, the reference
voltage changes its value within the border of ±25.725 mV
around the mean value of 1203.494 mV. Relative error is 2.14
% and 0.0134 % per ◦C, i.e. 134 ppm/◦C.

In Figs. 6-9 process variations of the circuit in question are
analyzed. Corner and Monte Carlo analysis are performed on
top of temperature (Figs. 6 and 8) and on top of supply voltage
(Figs. 7 and 9) variation analysis. Through corner analysis,
worst case scenarios are treated, showing that the maximum
possible change of the output voltage taking into account both
temperature and process variations is around 30 mV, which is
±1.24 %. Also, the maximum possible variation of the output
voltage as a consequence of both supply and process variations
is around 53 mV, i.e. ± 2.20 %.

Figure 4. Temperature dependence of the output voltage at nominal supply
voltage

Figure 5. Output voltage dependence on the supply voltage

Figure 6. Corner analysis performed on top of the output voltage temperature
dependence analysis

Statistical variations of the process are analyzed through
Monte Carlo simulations, each with 30 iterations. According to
the technology process documentation, statistical significance
of 30 iterations is quite high. Namely, if the circuit operates
correctly for all 30 runs, there is 99 % probability that over
80 % of all possible component values operate correctly.
Statistical analysis performed on top of temperature analysis
shows that the output voltage change is within ±32.96 mV,
which is ±2.65 %, Fig 8. The same analysis performed on
top of supply voltage analysis shows variance of the reference
voltage within ±49.34 mV, which is ±4.10 % of the mean
value, Fig. 9.

In Fig. 10 time response of the circuit with start-up circuitry
added is shown. The addition does not influence DC operation
of the circuit and it contains two PMOS transistors and a
capacitor. Its purpose is to enable the operation of the bandgap
reference voltage in its stable operating point [1]. The time
domain analysis shows that the circuit provides nominal output
voltage within 112 ns.

Figure 7. Corner analysis performed on top of a supply voltage analysis of
the output voltage
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Figure 8. Statistical process variation observed through the Monte Carlo
analysis of the temperature dependence of the output voltage

Figure 9. Statistical process variation observed through the Monte Carlo
analysis of the output voltage dependence on the supply voltage

VI. DISCUSSION

In Tab. I the characteristics of several circuits of the same
purpose are compared. In [5] a bandgap voltage reference
is implemented through a topology employing a current-
voltage mirror instead of an amplifier, while in [6] a two-stage
amplifier is used. These two are characterized by a somewhat
larger temperature coefficient and lower power consumption,
but at a narrower temperature range. Circuits presented in [7]
and [8] show very weak variance of the reference voltage as
a function of temperature over a wider temperature range.
Also, these are characterized by higher power consumption,
up to 1.3 mW. The topologies implemented use operational
amplifier, with the addition of a 4-bit trimming circuit in [8].
The purpose of this additional circuit is to reduce the influence
of the process variations.

The circuit presented in this paper shows temperature
coefficient in the higher end of the shown scale, but of the same
order of magnitude. In the context of power consumption, our
work belongs in the middle with PD = 600µW. Concerning
topology, this is the simplest of those investigated, since it
employs only a current mirror and a start-up circuit.

The circuit presented in this paper shows satisfying behav-
ior concerning temperature variations. On the other hand, its
supply voltage variation is larger. This is a consequence of
a very simple circuit employed to force equal voltages VD

and VR2. This current mirror’s responsibility is to prevent
the influence of supply voltage’s disturbances of the output
voltage, VREF . A way to improve this feature of the circuit
is to use an operational amplifier with extremely high gain in
order to stabilize the noise coming from VDD. In future work,
such an attempt is to be made.

The purpose of this comparison in no way is a claim which
of the circuits is better, since each one of them is designed with

Figure 10. Time domain analysis, showing that the circuit starts-up in 112 ns

TABLE I. CHARACTERISTICS COMPARISON

Circuits

Technology Supply Temperature Temperature Power

process voltage coefficient range
[µW]

[nm] [V] [ppm/◦C] [◦C]

[5] 350 2.5 12.1 5:95C 276

[6] 180 1.8 6.5 -20:90 150

[7] 130 3.3 5.5 -40:105 1300

[8] 180 1.8 2 -20:140 620

This work 130 3.3 11.5 -40:125 600

the author having a different goal in mind, e.g. low power,
higher stability or smaller chip area. The Tab I is given in
order to point out that the results obtained within this paper
are of the same order like those found in current literature.

VII. CONCLUSION

A temperature stable bandgap reference voltage circuit is
presented in this paper. Process variation analysis performed
(both corner and Monte Carlo) show that the output is in-
fluenced by the fabrication process, and this characteristic
remains to be worked upon during the layout phase, which
follows. Supply voltage sensitivity is somewhat higher, but a
way to improve this feature is given and is to be implemented
in future work.
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Abstract— This paper presents transistor level design of 

operational transconductance amplifier in CMOS technology. 

Custom designed, circuit is to be built-in into the mixed-signal, 

switched capacitor circuit. Amplifier targets relatively high slew-

rate and moderate open loop gain with megahertz order gain-

bandwidth. Adopted architecture is discussed appreciating 

application in switched capacitor circuits. Circuit behavior is 

examined through set of simulations. Obtained results confirmed 

desired behavior. Target technology process is TSMC 350nm.  

Keywords-Integrated circuit; Amplifier; Switched capacitor 

circuits; CMOS technology 

I.  INTRODUCTION  

Operational Transconductance Amplifier (OTA) is 
considered to be the very fundamental part of analog integrated 
circuits (IC). Almost every on-chip active block for analog 
signal conditioning is built on top of it. Concerning this fact 
switched capacitor (SC) circuits are not exception. Design 
covered in this work is meant to be embedded into analog part 
of the second order ΔΣ analog-to-digital converter (ADC) 
discussed in [1]. Since ADC consists of SC circuits there is 
inherent request for relatively high slew-rate and gain-
bandwidth. As shown in [2], open loop i.e. DC, gain has the 
smallest influence on SC circuit characteristics therefore 
moderate open loop gain is sufficient. Table I summarizes main 
OTA design parameters set by the higher order circuit 
requirements. 

TABLE I.  TARGET OTA PARAMETERS 

Parameter Description Value 

A0 DC, open loop, gain  > 50 dB 

fgbw Gain-bandwidth > 120 MHz  

SLR Slew rate > 120 V/μs 

 

Parameters like, input/output dynamic range (DR), 
common mode (CMRR) and power supply (PSRR) rejection 
ratios should be as large as possible. Since TSMC 350nm 
technology process supports relatively high, 3.3V, power 
supply voltage this requirements are expected to be fulfilled.  

Circuit supposed to be fully differential which implies 
utilizing some form of common mode feedback (CMFB) 
circuitry. Also OTA has to have its own bias point generator in 
order to provide appropriate transistor operation. Since on-chip 
capacitors are considered, 2pF differential load capacitance is 
adopted. This value is also set by higher order circuit 
requirements concerning kT/C noise of ΔΣ structure explained 
in [2]. It should be mentioned that target technology process 
offers Poly-insulator-Poly (PiP) capacitors with 864 aF/μm

2
 

capacitance per unit area. Hence the value of 2 pF for load 
capacitance gives reasonably high capacitor area of 2314.81 
μm

2
 (48.11μm x 48.11μm). 

Paper is organized as follows. In second section adopted 
OTA architecture will be briefly discussed and appropriate 
subsections will cover circuitry in more details. Third section 
presents simulation results. Finally, in the fourth section, 
educative conclusions are drawn and possible improvements 
are discussed.  

II. OTA ARCHITECTURE 

Although folded cascode (FC) architecture is commonly 
adopted for building SC circuits; telescopic architecture is 
chosen for OTA design in this case. Some related work 
supporting this idea is published in [3],[4]. It is well known that 
FC provides wider input common mode range, better input-
output common mode relation and high input/output swing [5]. 
All those advantages imply higher power consumption, lower 
gain, higher noise and, most importantly in this case, lower 
speed (i.e. slew-rate and gain-bandwidth). Choosing telescopic 
architecture means stricter constraint on input/output common-
mode voltage choice. Transistor level schematic of OTA with 
bias and CMFB circuitry is depicted in Fig. 1. Dimensions of 
all transistors are summarized in Table II. Design can be 
partitioned in three sub-blocks namely: Core, CMFB and Bias. 

A. Core  

Transistors M0-M8 are the core of the design. Analyzing 
structure utilizing simplified model open loop gain is: 

 0 1,2 3,4 03,4 01,2 5,6 05,6 07,8( || )m m mA g g r r g r r  
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Figure 1.  Telscopic OTA with bias and CMFB circuitry  

TABLE II.  TRANSISTOR DIMENSIONS 

Transistors width/length [μm/μm] 

(M1, M2, M3, M4),( M0, M5, M6, M7, M8) (128/0.8), (256/0.8) 

(MB1, MB8), (MB2, MB3, MB4, MB5, MB7, 

MB10, MB9),(MB11, MB12), MB0,MB6, 
MS0, (MS1, MS2) 

(128/0.8), (256/0.8), 

(512/0.8), 24/0.8, 
88/0.8, 400/0.8, (4/0.8) 

(MC0, MC1, MC2, MC3, MC4), (MC5, MC6) (6.4/0.8), (12.8/0.8) 

 (MR1, MR3), MR2, MR0 
(2.4/0.8), 7.2/0.8, 

0.8/0.8 

Cascode configuration by itself provides sufficient DC gain 
and (1) is expected to meet the DC gain requirements. Being 
single stage, there is no need for frequency compensation. 
Stability is also guaranteed by relatively large, 2pF differential 
load capacitance, CL. Therefore gain-bandwidth is mainly 
determined by transconducatance of amplifying devices, gm1,2, 
and load capacitance ratio. Design procedure is as follows. 
Transconductance of M1 and M2 devices should satisfy the 
following equality: 

 1,2 2m gbw Lg f C  

For given gain-bandwidth and load capacitance, gm equals 
to about 1.5mS. Taking into account fully differential case this 
value is doubled. In order to properly size amplifying devices, 
characteristics shown in Fig. 2, 3 and 4 are addressed. All those 
curves are extracted using SPICE [6]. Fig. 2 shows composite 
figure of merit i.e. unity current gain frequency, ft, and 
transistor efficiency, gm/ID, product versus overdrive voltage, 
Vov=VGS – VTH. Observing these curves for different channel 
lengths one can find optimum bias point which compromises 
between speed and efficiency. This value is about 200mV.  

Knowing this, the channel current can be extracted. 
Namely, for overdrive voltage of 200mV Fig. 3 indicates the 
efficiency of about 10V

-1
 which gives the channel current ID= 

300μA.  

 

Figure 2.  Composite figure of merit versus overdrive voltage 

 

Figure 3.  Transistor efficiency versus overdrive voltage 
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To pick suitable channel length one should observe Fig. 4 
which shows small signal gain, av0, versus drain-source voltage 
of the MOS device in target technology for different channel 
lengths. It is notable that shorter channel lengths give relatively 
constant av0 in wide dynamic range. On the other hand av0 
reduces significantly as length decrees. It is obvious that there 
is a tradeoff between dynamic range and gain. 

 
Figure 4.  Samll signal gain versus drain-source voltage 

If (1) is heavily approximated assuming equal 
transconductances/resistances, A0 reduces to (gmr0)

2
 = av0

2
. 

Picking the L= 0.4μm gives av0 no lower than 20 times in 
reasonably high dynamic range i.e. 1-3V. Therefore the total 
gain would be A0 ≈ 400 or roughly 52dB. After this value is 
adopted as good enough the following should be appreciated. 
Firstly, (1) is heavily approximated and secondly short channel 
effect is always present. Therefore to mitigate short channel 
effects, and to ensure gain higher than 50dBs, L= 0.8μm is 
adopted.  

It is also estimated, again using SPICE, that there is a 3.75 
μA drain current per 1μm of channel width for chosen channel 
length in target technology. Accordingly,  for 300μA current 
the minimal width of amplifying devices is W= 80 μm resulting 
with width-length ratio of 100. This value sets the initial 
dimensions and the dimensions of all other transistors are 
drawn based on it. Eventually, final dimensions end up being 
larger in order to fully meet requirements given in Table I. 

B. Common Mode Feedback  

CMFB circuitry in Fig. 1 consists of transistors MC0-MC6. 
Circuit is realized as differential structure which serves as 
detector of output common-mode voltage change. Ideally 
circuit should stay inactive in presence of differential output 
signal. In combination with core transistor M0 negative 
feedback is formed.  

Circuit operation can be qualitatively explained as follows. 
Suppose there is a positive increment in output common-mode 
voltage i.e. gate potential of transistors MC1 and MC4 is 
increased. This will cause reduction of MC1/4 drain currents. 
Consequently currents of transistors MC2 and MC3 will 
increase since constant current is forced through MC5/6 and 

gate of MC2/3 is tied to fixed potential. To ensure maximum 
output swing, this potential is set to VDD/2 by appropriate 
sizing of MR0-MR3. Because sum of MC2 and MC3 currents 
flows into MC0 its gate-source voltage, will increase as well. 
Since core transistor M0 practically represents common-source 
stage in this signal path, the drain voltage of M0 will decrease. 
Finally this voltage drop propagates to the output through 
common-gate structure M1,2/3,4 opposing the initial common-
mode voltage increase. Similarly, for differential change at the 
OTA output, current through MC0 remains unchanged hence, 
ideally, there is no feedback reaction. Amount of negative 
reaction is trimmed by MC0/M0 dimensions ratio. To avoid 
potential unwanted positive feedback reaction through MC5/6, 
M7/8/5/6 path, MC5/6 and M7/8 transistors are biased from 
different points.  

It is obvious that CMFB loads OTA core degrading 
dynamic characteristics. Therefore dimensions of CMFB 
transistors are kept as small as possible. As OTA is to be built 
into SC circuit, it is likely that this part of the design will be 
replaced with active CMFB SC network [7]. This way power 
consumption will be significantly reduced. 

C. Bias 

Bias circuit is composed of transistors denoted as MB0-
MB12 in Fig. 1. Reference current is generated using supply 
independent, self biased, VTH reference. This reference uses the 
fact that sensitivity of the active device voltage to the power 
supply change is always less than unity. This is governed by 
square root relation between transistors overdrive voltage and 
drain current. When circuitry is arranged to generate current of 
active device by its own overdrive voltage, it results with 
independent voltage reference for power supply. In this case it 
is done with transistors MB9-MB12 and resistor, R0. 
Practically current generated at the gate of MB10 transistor is 
mirrored back into its drain current thorough MB11/12 current 
mirror. Consequently it is important to determine appropriate 
value of R0 resistance.  

From one side current, I0, in MB9/11 branch is limited by 
resistor R0. On the other hand the very same current sets MB10 
overdrive voltage. Therefore equation (3) holds. All values in 
(3) are referred to transistor MB10. 


0

0 0 '

2

( / )
TH

I
I R V

k W L
   

Here k’ is intrinsic MOSFET transconductance i.e. mobility 
and gate oxide capacitance pre unity area product, μ0C’ox. 
Solving (3) by R0, and appreciating relation gm

2
 = 2k’(W/L)I0 

(4) arises. 

 0

0

2TH

m

V
R

I g
   

Choosing I0= 600μA (tail source M0), gm = 6mS (assuming 
relatively constant overdrive voltage of M0/MB10) and 
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knowing that VTH for NMOS device in target technology is 
about 0.78V, it comes that the value for R0 is 1.63kΩ. This 
value is reduced to 1.2kΩ trading power consumption for better 
dynamics. 

Since the reference voltage is self-biased there is a need for 
start-up circuit to prevent zero current state. Start up circuit is 
designed with transistors MS0-MS2. If there is a zero current 
in the circuit the voltage at R0 is low. This low state feeds the 
MS0/1 inverter which turns on MS2 and providing the low 
potential at the gates of PMOS MB11/12. This condition opens 
the path for the current to flow from power supply towards R0. 
Consequently, voltage at the MB10 gate increases. Inverter 
triggers once again turning the MS2 off. It is important to 
emphasis that size of the MS0 should be much greater then size 
of MS1. This way the overdrive voltage of MS0 is quite small, 
allowing inverter to trigger with lower voltage then VDD/2. This 
ensures that inverter turns of MS2 which normally should be 
cutoff. 

The reset of the bias circuitry (MB0-MB8) serves to 
distribute generated reference to appropriate points. Transistors 
MB3-MB5 form high swing cascode current mirror biased with 
MB6/7 Sooch structure [8]. Transistors MB0/1 are used in 
similar manner to bias M3/4. 

III. SIMULATION RESULTS 

Circuit’s behavior is examined through set of various 
simulations in SPICE. Results at room temperature are 
summarized in Table III. 

TABLE III.  SIMULATED OTA CHARACTERISTICS 

Param. Description Condition Value 

A0 
DC, open loop 

gain 
open loop/closed loopa 57.6 dB 

ΦM Phase margin open loop/closed loop 83 ° 

fGBW Gain-bandwidth 
open loop 140 MHz 

closed loop 126 MHz 

SLR Slew rate closed loop, excitation: 

pulse, ±(ICMR/2) V, 

100kHz 

190 V/μs 

tS Settling time 16.6 ns 

VOMAX 
Maximum 
output swing 

closed loop, excitation: 

sine, ± 3.3 V, 1MHz 
± 1.83 V 

PSRR 
Power supply 
rejection ratio 

open loop, from VDD 215 dB 

open loop, from VSS 218 dB 

CMRR 
Common-mode 
rejection ratio 

open loop, from VCM 240 dB 

ICMR 
In. common-

mode range 

open loop 4 mV 

closed loop 2.54 V 

OCMR 
Out. common-

mode range 

open loop 1.92 V 

closed loop 2.74 V 

a. Unity gain feedback configuration 

As can be seen from Table III, target design requirements 
concerning open loop gain, gain-bandwidth and slew rate are 
met. It can be also noted that circuit is slightly overdesigned. 
This is to leave some margin for PVT (Process, Voltage, 
Temperature) variations and noise which will inevitable arise at 

layout/physical level. Good circuit dynamics are paid with 
burning extra power. Total power of the circuit is quite high 
and it is estimated to 9.83mW. Again, this value can be 
significantly reduced by changing the CMFB circuitry as 
explained in section II. Since fully differential power-supply 
and common-mode rejection ratios are quite high as expected. 
Usage of high swing cascodes bias resulted with satisfactory 
output swing. 

Even open loop analysis confirms stability it is of curtail 
importance to check circuit’s closed loop behavior. This is 
done by using famous Middlebrook method, where instead 
open loop, total loop gain is examined [9]. Results are 
graphically presented in Fig 5. 

 

Figure 5.  Total loop gain (Magnitude and Phase) versus frequency 

This method is considered to be the most trustable when 
examining stability of feedback systems. It is also favorable 
because there is no need to break feedback loop hence bias 
points are not deteriorated. Usually leading CAD vendors, 
implement this method into its simulation software (e.g. 

Cadence
® 

Spectre, iprobe component in conjunction with 

stb simulation directive). Nevertheless, diving into the [9] one 
can build its own SPICE deck for implementing the method. 

IV. CONCLUSION 

This paper presents one design example of OTA circuit 
considering CMOS 350nm technology process. Designed 
circuit is to be integral pat of ΔΣ ADC. Adopted architecture is 
discussed with emphasis on individual sub-blocks namely: 
Core, Common-Mode Feedback and Bias.  

Design procedure of each sub-block is given, as well. For 
this purpose a set of useful curves is extracted using SPICE 
giving the insight into MOS device behavior in target 
technology process. Important design tradeoffs are drawn 
based on those curves. Transistor level simulation results are 
presented and discussed. Based on these results one can 
conclude that circuit meets severe dynamic requirements while 
preserving stability. Consequently power consumption is 
increased hence further work will be focused on optimizing 
design in this direction. 
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Abstract— In this paper, the communication between a 
microcontroller IP block and external Base band microprocessor 
is examined. The microcontroller is a part of a complex 
integrated System-on-chip and uses standard 8051 instruction 
set. The paper describes the operation of embedded circuits that 
allow programming, software debugging and communication 
with external microprocessor. The communication is based on 
SPI interface. 

Keywords - 8051 microcontroller, SPI interface, 
communication 

I.  INTRODUCTION 
The 8051 microcontrollers are used in many electronic 

circuits and systems wherever some signal processing or a 
process control is required. Depending on the user 
requirements, many microcontrollers’ characteristics have to be 
chosen, such as clock frequency and set of peripheral units. 

There have been different implementations of the 8051 
microcontroller [1], [2]. Also, there have been many examples 
of chips in which the 8051 microcontroller is implemented 
together with some other IP blocks [3]. In our case, the 
designed 8051 microcontroller IP block is part of an integrated 
power meter (IPM) System-on-chip [4]. The designed IPM 
incorporates all the required functional blocks for 3-phase 
metering, including a precision energy measurement front-end 
consisting of Sigma Delta AD converters, digital filters and 
digital signal processing block; 8051 microcontroller, real-time 
clock, LCD driver and programmable multi-purpose 
inputs/outputs. The IC requires a minimum of external 
components, inherently improving meter reliability, 
simplifying manufacturing process and providing a fast time-
to-market metering solution. [4] 

This paper describes one practically implemented system-
on-chip, with communication between the integrated 8051 
microcontroller block and the external Base band 
microprocessor. This paper thoroughly explains one efficient 
method for serial communication that allows microcontroller 
integrated block programming, software debugging and data 
transfer implementation. 

In the Section 2 the global characteristics of the integrated 
microcontroller are given. Then, the microcontroller’s 
interconnections to surrounding chips are explained. The serial 
communication interface which is used for basic control of the 
microcontroller is given. The operations of embedded circuits 
are explained that allow programming, software debugging and 
communication. After, in the Section 3, the microcontroller’s 
implementation is described, which also explains the basic 
steps of verification phases within the integrated circuit design 
flow. Then, the suggested chip testing setup is described, which 

uses the serial communication routines for chip programming 
and testing. 

II. THE MICROCONTROLLER 

A. The microcontroller's description 
The proposed microcontroller (MCU) IP block executes the 

industry standard 8051 instruction set. The instruction set is 
complex since it contains exactly 255 different assembler 
instructions. Moreover, the presence of six different addressing 
modes classifies this type of microcontroller as Complex 
instruction set computer (CISC). The microprocessors with 
complex instruction set are difficult for design, especially when 
tight design requirements have to be met, such as low power 
operation or high clock frequency.  

Although the MCU has only 8 bits, because of the fact that 
the instruction set is supported by many software development 
tools, it is still very popular and widely used [5]. Also, the 
microcontroller fulfils the design requirements of System-on 
Chip (SoC) in which the MCU is incorporated, including the 
speed and benefits of rich instruction set.  

The global architecture of proposed microcontroller can be 
divided into following blocks:  

• the MCU core,  

• the memory blocks,  

• the block for programming and initialization  

• the peripheral units.  

The MCU core fetches, decodes and executes the 
instructions. It has the speed of one byte instruction executed in 
only two clock cycles. The maximum clock frequency is equal 
to 60MHz. The MCU offers the low power options, since it can 
operate at several clock frequencies. The MCU integrates the 
clock divider circuit which can reduce the clock frequency by a 
factor of 32.  

The peripheral units include three 8-bit programmable 
digital parallel input/output ports, Inter-integrated circuit (I2C), 
Universal serial receiver/transmitter block (UART) and Serial 
protocol interface (SPI). The communication modules are used 
for the communication with external chips such as EEPROM 
memories and Base band processors. Furthermore, three 
counter/timer circuits are included. 

All memory blocks, specific to 8051 microcontrollers, are 
physically implemented in the chip, including the 8kB SRAM 
used for program code storing. The 8kB memory block is 
volatile and program code is lost when chip is powered down. 
Instead of using on-chip non-volatile memory block, an 
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external I2C serial memory is utilized. Namely, every time 
after the chip is powered up, the I2C memory content is read 
though I2C communication lines and loaded into 8kB SRAM 
memory block. Beside program code memory the chip 
incorporates two more SRAM memory blocks: Dual-port 256B 
internal RAM (IRAM) and 2kB external RAM (XRAM) 
blocks. 

B. The MCU's interconnections to surrounding blocks 
The microcontroller IP block is a part of complex SoC and 

it is used for autonomous control of other IP blocks which 
belong to the same chip - the digital filters, digital signal 
processing (DSP) block and real-time clock (RTC) circuit. 
Namely, the MCU is connected via local SPI lines (Fig. 1) to 
on-chip mixed signal blocks, which all have embedded SPI 
communication sub-modules with distinctive SPI addresses. In 
this communication the MCU is considered as a master unit, 
which initiates data transfer with other (controlled) IP blocks. 
The microcontroller’s software simply read the status registers 
and writes the control registers of IP blocks via SPI. 

The microcontroller itself is not fully autonomous. Instead, 
it is controlled by external Base band processor (Fig.1). Base 
band processor can reset the MCU or select one of the 
available options for MCU program code initialization. 
Namely, the MCU’s program code can be loaded either from 
external I2C EEPROM memory or it can be loaded from Base 
band microcontroller via external SPI communication data 
lines (Fig.1). Beside the reset and programming options, the 
Base band can access the IRAM memory locations and SFR 
registers when MCU’s software verification and debugging is 
performed. The communication with Base band controller will 
be further examined in detail. 

 

Figure 1.  Global diagram of 8051 microcontroller, embedded into SoC  

The MCU programming and control options are enabled 
by SPI module (Fig.1), which represents the main interface in 
the communication between Base Band processor and MCU. 
The SPI module utilizes the standard SPI communication 
protocol and following digital lines: SCLK – for the clock 
signal; DIN - input data line; DOUT – output data line and 

SEN – enable signal. The SCLK, DIN and SEN are module's 
input signals and DOUT is the output signal.  

In the external SPI communication the role of MCU is 
changed compared to the internal chip SPI communication 
between MCU and other on-chip IP blocks. Now, the Base 
band processor is a master and the MCU can be considered as 
a slave. The main challenge during the chip design and 
verification is related to the Base band SPI clock (signal 
SCLK in Fig.1) which is not in synchronization with the main 
MCU clock signal. These two clock signals can have different 
frequencies and phases. Therefore, the synchronization 
between two clock domains had to be implemented too. 

The SPI module reads and writes the 8-bit registers named 
with REG0 to REG5. These registers are used for MCU 
initialization, control and data transfer. For example, the 
registers REG0 and REG1 are connected to the parallel data 
input/output ports P0 and P1 which are used for the 
communication between the Base band and MCU. Namely, 
two MCU peripheral ports P0 and P1 are 8-bit wide and they 
are used to expand communication possibility between Base 
Band processor and MCU. The data at port P0 input is 
changed by writing data into the REG0 register; the Base band 
can read the port P1 output by reading the REG1 register. 

Through REG2 the Base band controls the MCU’s control 
input pins such as the main reset pin and programming mode 
selection input pins. Over REG3, the MCU provides the Base 
band its status signals. The REG4 and REG5 are used for data 
transfer between the MCU and Baseband which is needed 
during MCU programming, verification and testing 
procedures. The names, corresponding register addresses and 
short descriptions are given in the Table 1. 

TABLE I.  SHORT DESCRIPTION OF REGISTERS REG0-REG5 

mSPI’s  
register 

register 
address 

Description 

REG0 0000000 Writes to port P0 inputs 
REG1 0000001 Reads from port P1 outputs 
REG2 0000010 Controls MCU input control pins  
REG3 0000011 Reads MCU status signals 
REG4 0000100 The data byte to be written into 

MCU 
REG5 0000101 Reads data byte from MCU 

 

C. The SPI registers used for data transfer between the MCU 
and Base band processor  

 
 

Figure 2.  The register REG2 content controlling MCU input pins  
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The brief description of most important bits of registers 
REG2 and REG3 which are necessary for 8051 MCU 
communication with the Base band processor is given as 
follows. 

The register REG2 (Fig. 2) is connected to MCU’s input 
pins. The bits MODE1 and MODE0 of REG2 (bit positions 1 
and 0) are used to control the chip boot-up. The detailed 
descriptions of chip programming modes will be given in the 
next Section. 

 

 

Figure 3.  The register REG3 reading the status signals 

The REG3 (Fig. 3) is read-only register. The bit 3 – the 
READ_REQ indicates that 8-bit data, available in the register 
REG5, is ready for transfer from MCU to the Base band. The 
bit 2 - WRITE_REQ is status signal holding the information 
that a new data byte in REG4 is waiting to be read by MCU. 
The FULL_WRITE_BUFF at bit position 1 indicates that 32-
byte microcontroller’s input FIFO buffer is full, so, Base band 
processor has to wait. The signal at bit position 0 - the 
EMPTY_WRITE_BUFF tells that 32-byte input FIFO is 
empty. 

D. The read and write operations and the synchronization 
between the two clock domins 
The REG4 write operations are performed during  program 

code transfer from Base band to MCU and MCU’s software 
debugging procedures.  

During a write operation a data byte is written into the 
REG4. The following control signals are used: WRITE_REQ, 
EMPTY_WRITE_BUFF and FULL_WRITE_BUFF. 

 

Figure 4.  The data transfer to MCU through the register REG4 

Since Base band's SPI clock and MCU’s clock are not 
synchronized, the handshaking is implemented by signal 
WRITE_REQ (Fig. 4). The synchronization between two 
clock domains is achieved at the flip-flop producing the signal 
WRITE_REQ. The WRITE_REQ is set when new data byte is 

written into the register REG4. Namely, the WRITE_REQ is 
set to logic 1 synchronously with Base band’s clock signal 
(the signal SPI_Clk given in Fig.4). After the MCU takes the 
data byte, it automatically resets the WRITE_REQ. The 
MCU’s control logic which operates at clock frequency 
MCU_Clk, now asynchronously resets the flip-flop producing 
the signal WRITE_REQ.   

 

Figure 5.  The data transfer to the Base band through the register REG5 

The read operations happen during MCU’s debugging. 
Then, the data is read by Base band through register REG5. 
Since Base band SPI clock and MCU’s clock do not have to 
be synchronized the handshaking is implemented. The circuit 
implementing the read operation is given in Fig. 5. The 
synchronization between two clock domains is achieved at 
flip-flop producing the signal READ_REQ. When data byte is 
loaded into the REG5, the MCU sets the READ_REQ signal. 
Note that the signal READ_REQ is set synchronously with 
main clock signal of the microcontroller (the MCU_Clk given 
in Fig. 5). When REG5 is read through SPI module, the 
READ_REQ is automatically reset by SPI interface control 
logic. The control logic loading the register REG5 operates at 
Base band’s clock frequency (signal SPI_Clk given in Fig. 5) 
and generates the short pulse which asynchronously resets the 
flip-flop producing the signal READ_REQ.   

Synchronizing between clock domains is accomplished by 
registering the signals through a flip-flops that are clocked by 
the source clock domain, thus holding the signal long enough 
to be detected by the higher frequency clocked destination 
domain. To avoid issues with meta-stability in the destination 
domain, a minimum of 2 stages of re-synchronization flip-
flops are included in the destination domain. 

III. THE IMPLEMENTATION OF THE MICROCONTROLLER  

A. Design and verification 
The microcontroller was implemented in TSMC 65nm 

technology [6]. It operates at voltage supply of 1.2V. The 
following Cadence tools [7] have been used during the chip 
design: 

• RTL Compiler for logical synthesis 

• SoC Encounter for implementation. 

• NCSim for logical verification 

The MCU has the following advantages: 
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• new architecture provides speed of one 8-bit 
instruction executed in only two clock cycles  

• operating frequency maximum is 60MHz 

• low power operation; at frequency of 60MHz the 
power consumption is only 3mW. 

The logical verification procedures focus on the MCU 
programming options which are achieved through SPI 
interface. 

The MCU logical verification process begins by writing 
the C programs, which are compiled by Keil [8] or SDCC [9] 
into 8051 .hex file. After, the special C program converts the 
.hex file into VHDL code. This code provides the program 
memory content, which is instantiated into the main test 
bench.  

The test bench program simulates the MCU's 
surroundings. The same test bench includes the instance of 
MCU which is being verified, the SPI communication module 
of Base band processor and external I2C EEPROM memory. 
The VHDL description of MCU also includes the VHDL code 
of internal SPI module. The control logic of test bench 
simulates the operation of Base band processor and describes 
the program code transfer to the MCU and EEPROM memory. 
The data bytes are sent first via SPI interface and after to the 
EEPROM. 

During the logical verification process, the SPI module of 
Base band reads the program memory content and byte-after-
byte transfers it to the SPI module of MCU. The logical 
verification results, obtained by simulation waveforms, 
present the SFR register's content. The MCU operation is 
simply verified by comparing the expected and obtained 
results. 

The absence of synchronization which exists between the 
Base band SPI clock signal and main MCU's clock signal 
made the design of communication modules more difficult. To 
overcome this problem, additional circuits for synchronization 
are added to the communication blocks which synchronize 
two clock domains. The verification process considered 
different combinations of clock signal frequencies. The 
MCU's clock frequency maximum is 60MHz and Base band 
SPI communication is 100MHz. The MCU's clock frequency 
value is decreased by clock divider circuit. The SPI clock of 
Base band is changed from 100MHz down to 1MHz. 

Two options are supported here, one using external (off 
chip) EEPROM and another without external EEPROM. 

Option A: Using external EEPROM 

• Base band sets the MCU programming mode 
MODE(1:0)="01" 

• Base band uploads 8KB into SRAM Program 
memory. 

• While receiving 8KB, MCU flushes Program memory 
into the EEPROM. 

• When transfer is finished, the MCU starts executing 
the code. 

With this option, also, the following is enabled: 

• If Baseband sets MCU programming mode 
MODE(1:0)="11", the EEPROM content is read and uploaded 
into 8kB SRAM. The SPI is not used for program code 
transfer 

• When transfer is finished, the MCU starts executing 
the code. 

Option B: No external EEPROM 

• Base band processor sets MODE(1:0)="10" 

• Base band processor uploads 8KB into Program 
memory via SPI registers. 

• After receiving 8KB, the MCU starts executing the 
code. 

Option A loads the on-chip SRAM and external EEPROM. 
The Base band controller sets the bits Mode(1:0)="01" of 
REG2. Then, the bytes are sent in 32B packets over SPI. After 
the chip has been programmed, the MCU sets the status bit 
Programmed, which is located in REG3. 

The on-chip program code memory is loaded from external 
EEPROM when Base band sets the REG2 bits 
Mode(1:0)="11". After chip is reset, the program code bytes 
are automatically read from I2C EEPROM and loaded into the 
SRAM. The control logic sent the control codes to the MCU 
which performs the program code loading procedure via I2C 
lines. The programming is finished when status bit 
Programmed is set. 

B. The 8051 MCU testing setup 
The general test setup is depicted in Fig. 6. It is comprised 

of control application, installed on computer and Printed 
Circuit Board (PCB), specially designed for testing purposes.  

The computer is connected to PCB over USB port. PCB 
includes also the Baseband processor and I2C EEPROM, 
dedicated to MCU program code storage (Fig. 6). 

 

Figure 6.  Global schematic of MCU testing setup 

The control application implemented by [10], [11] sets the 
parameters of all subsystems within the chip. The part of 
control application is dedicated to 8051 MCU testing. It 
enables: 

• The MCU reset  

• HEX file loading, dedicated to MCU program code 

• Selecting the MCU programming options A and B, as 
described below. 
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• Checking the MCU operation using Debug mode  

• providing the IRAM memory and SFR registers 
content, which is valuable for MCU testing, and also, 
for MCU program code debugging.  

The Base band firmware includes the software routines to 
read and write the MCU registers. These functions directly 
control the SPI communication lines between Base band 
processor and MCU. The algorithms which is used for MCU 
programming is described as follows.  

 

Figure 7.  The MCU programming operations 

At the beginning, the MCU is reset by writing the 
command into register REG2 (bits MODE(1:0)=”00”). After, 
the bits are changed with MODE(1:0)=”01” or 
MODE(1:0)=”10”, dependent of the programming mode 
wanted. When programming mode 1 is chosen, the program 
code is written into both SRAM and EEPROM. When mode 2 
is selected, the code enters only the SRAM. The program code 
is sent in data packets consisting of 32 bytes. The EmptyFIFO 
status signal gives the information when MCU’s FIFO is ready 
to take incoming bytes. The EmptyFIFO is checked by reading 
the REG3 register. The bytes are written into REG4. The 
operation is repeated 256 times to load 8kB MCU SRAM. At 
the end, the bit Programmed is checked. 

IV. CONCLUSION  
The 8051 MCU IP block is a part of a complex System-on 

chip and it is verified by systematic and thorough simulations. 
The results are confirmed after the layout was designed.  

The microcontroller is connected to external Base band 
controller via SPI interface. In the serial communication, the 
MCU is a slave and the Baseband is a master. The MCU offers 
several programming options. In one of them, the program 
code memory is loaded from Baseband via SPI into both on-
chip SRAM memory and external I2C EEPROM memory. 
Moreover, the Base band has control over MCU. The serial 
communication is particularly verified by simulations, the 
methods are described in paper. 

The MCU’s main clock signal does not have the same 
frequency as SPI clock signal, which is produced by Base 
band controller. Therefore, the synchronization between 
different clock domains is done for reliable data transfer 
between the MCU and Base band. 
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Abstract – In order to obtain fast dynamic response 
performance of an induction motor drive, the identification of 
mechanical parameters such as the drive inertia and the 
coefficients of friction, with a good accuracy, is highly desirable. 
They are essential for the design of the high-performance 
induction motor drive speed, as well as position controllers and 
speed observers, since a drive response is influenced not only by 
load disturbances but also by these mechanical parameters. 
Moreover, they are of great importance for the accurate dynamic 
modeling and simulation of various high-performance induction 
motor control strategies. In this paper an experimental off-line 
method for the mechanical parameters identification is 
presented. The method uses speed-time curve, obtained during 
the retardation test on the drive, with an appropriate mechanical 
losses model of the drive, and the mean squared error 
performance function based on a genetic algorithm (GA) 
approach, to obtain unknown mechanical parameters of the 
tested drive. The proposed method is verified by experiments.  

Keywords – genetic algorithm; induction motor; mechanical 
parameters identification; retardation test 

I.  INTRODUCTION 
Induction motors, as a part of electrical drives, are by far 

the most widely used rotating electrical machines in many 
industrial applications [1]. The vast majorities of induction 
motors are usually used in a low-performance drives [2], such 
as pump and fan applications. However, induction motors are 
also used in a high-performance drives [2], such as machine 
tools, extruders, propulsion systems for the electrical vehicles, 
etc. In order to obtain fast dynamic response performance of an 
induction motor drive, the knowledge of electrical parameters 
is not enough [3]. The mechanical parameters are also of great 
importance. 

The identification of the mechanical parameters, such as the 
drive inertia and the coefficients of friction, with good 
accuracy, is highly desirable. These parameters are crucial for 
the design of high-performance speed and position controllers. 
This is because a drive response is influenced not only by load 
disturbances but also by drive inertia and friction [4]. On the 

other hand, the identification of the mechanical parameters is 
also important for the accurate dynamic modeling and testing 
of various high-performance motor control strategies.  

Many researchers have done a great number of researches 
on parameters identification of the induction motor. However, 
most of them are mainly focused on electrical parameters 
determination, while only a few of them are related to the 
mechanical parameters identification. In [4] an observer-based 
auto-tuning scheme with two adaptive controllers is used to 
separately adjust the drive inertia and friction torque to their 
correct value. In [5] a genetic algorithm (GA) is employed with 
the aim of determining the mechanical and electrical 
parameters of an induction motor. However, the most common 
and simple method of determining the moment of inertia is by 
performing a retardation test on the induction motor drive [6]-
[11]. The retardation test is also suitable for the viscous friction 
coefficient identification [10], while the Coulomb friction is 
mainly neglected [9]. Nevertheless, the Coulomb friction may 
greatly affect the behavior of high precision drive systems [12]-
[13]. In [7] an example of the dry torque determination using a 
progressive start-up experiment is presented. However, the 
proposed experiment in [7] is more related to static friction 
determination, but not the kinetic, i.e. Coulomb friction. The 
static friction is usually larger than the Coulomb friction [13].  

The retardation test method is also used in this paper for the 
off-line mechanical parameters identification. The estimation 
of the drive inertia is similar to the procedure described in [6]-
[11] with the exception that before the retardation test is done 
the flux density level in the motor is to be reduced. Thus, the 
speed-time curve is less influenced by electromagnetic 
transients. This results in more accurate drive inertia 
estimation. The Coulomb friction torque is estimated to be 
equal to the torque developed by the motor at the drive speed 
where the absolute value of the deceleration of the retardation 
curve begins to increase. Finally, a GA approach is employed 
to fit the proposed mechanical losses model of the drive (with 
previously estimated drive inertia and the Coulomb friction 
torque) to deceleration curve obtained by the retardation test. 
As a result, the drive inertia, the Coulomb friction torque and 
the unknown friction coefficients of the drive are obtained. 
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II. ESTIMATION OF THE DRIVE INERTIA 
 The moment of inertia is a measure of the body’s 

resistance against a change of its rotational motion. It depends 
on the distribution of its mass relative to the axis of rotation 
[14]. The moment of inertia of a machine can be determined by 
an analytical calculation and by an experiment. Analytical 
computation is suitable during the design stage of the machine 
[11] but in the absence of the drive geometry details and used 
materials, it is ineffective for the whole drive inertia 
determination. Therefore, the drive inertia is usually 
determined by a direct experiment. The most common method 
of determining the drive inertia is by performing a test known 
as the retardation test on the drive [6]. The same method is 
used in this paper. However, in order to obtain a more accurate 
value of the drive inertia, the method is slightly modified in 
comparison to the ones described in [6]-[11]. 

The drive is run up to the speed above rated at no load. The 
supply voltage of the motor should be reduced as much as 
possible in order to reduce the flux density level in the motor to 
avoid electromagnetic transients (braking effect) after 
switching the power off, particularly for delta-connected 
windings. Then the motor’s supply voltage is switched off. The 
drive slows down and comes to rest while speed-time curve is 
recorded. At any rotational speed ω, power P consumed in 
overcoming the mechanical losses is given by [6]-[11]:  

 
dt
dJJ

dt
dP ω⋅ω⋅=ω⋅⋅= )

2
1( 2 , (1) 

where J is the drive inertia. From the retardation test the slope 
of the deceleration curve dω/dt is obtained at the speed ω1 
(usually ω1 is the rated speed). Then the drive is reconnected to 
the power supply and run at the speed ω1 by controlling the 
motor’s supply voltage, and the electrical power input P01 to 
the motor is measured. As an approximation, the mechanical 
power P1 at the speed ω1 may be taken as: 

 ( ) ( )111011 1 sPPPP FeJS −⋅−−= , (2) 

where PJS1 is the stator Joule losses obtained from the 
measurement of the stator current and resistance, PFe1 denotes 
the core losses, and s1 is the slip at the speed ω1 (the 
synchronous speed is known). The stray load losses in (2) are 
neglected, while the core losses, i.e. the stator core losses can 
be obtained by separation of no-load losses of the motor 
according to [15]. Now, using (1) and (2), the drive inertia can 
be calculated as:  
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Main problem in this method is that the mechanical losses 
cannot be estimated accurately because the rotor core losses in 
(2) are neglected. Besides, in the case of motors operated by 

PWM inverters, the core losses and the mechanical losses 
cannot be accurately separated because additional core losses 
appear due to higher order harmonics in the supply voltage. 
The core losses due to PWM harmonic voltages can be 
significant compared to a sinusoidal supply. These additional 
core loss components depend on the modulation index and on 
the inverter switching frequency [16]-[17]. The results in [16]-
[17] show that core losses increase with decreasing modulation 
index, while increasing the switching frequency (above 5 kHz) 
has no significant effect on additional core losses, i.e. they 
remain almost constant independently of switching frequency. 
For those reasons it is rather difficult to achieve a good 
accuracy of the mechanical losses determination described by 
(2). However, the difficulties associated with additional core 
losses can be overcome if the motor in this test is supplied by 
the sinusoidal voltage instead by PWM inverter. This will 
significantly improve the accuracy of the drive inertia 
determination.  

On the other hand, in order to provide higher level of 
accuracy, the drive inertia obtained from (3) will be tuned to 
more accurate value using the mechanical losses model of the 
drive and the GA approach. This will be discussed in the next 
sections. 

III. THE MECHANICAL LOSSES MODEL 
The mechanical losses in an induction motor drive are a 

result of mechanical losses in the induction motor and power 
losses in various parts of the transmission systems. Before the 
mechanical losses model of the tested drive system is 
established, the paper gives a short overview of each loss 
component.  

A. Modeling the Induction Motor’s Mechanical Losses 
Mechanical losses in the induction motor occur due to 

friction in motor bearings and air movement in the motor. They 
are usually referred as bearings friction losses and windage and 
ventilation losses. The amount of these losses can be 
considerably large during a high-speed motor operation, and 
for totally enclosed fan-cooled motors. 

The bearings are used in electrical machines to support the 
rotor and to keep the rotor centered in the stator [15], [18]-[19]. 
There are numerous different types of bearings that are used for 
electrical machines. The right selection depends on design 
requirements and operating conditions of the application [19]. 
In small machines ball bearings are commonly used, while in 
larger or heavily loaded machines roller bearings are typically 
used [19]. Regardless the type of bearings, they always 
contribute to the machine’s overall friction power losses. The 
total friction in a bearing is the result of the rolling and sliding 
friction in the contact areas, between the rolling elements and 
raceways, between the rolling elements and a cage, and 
between the rolling elements and other guiding surfaces [20]. 
Friction is also generated by the lubricant drag and contact 
seals, if applicable [20]. The amount of friction depends on the 
loads, bearing type and size, operating speed, and properties 
and quantity of the lubricant [20]. The theoretical background 
of each of these sources of friction, including the mathematical 
formulation, is briefly explained in [20]-[21].  
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Friction is an extremely complex nonlinear phenomenon. 
Different models for the estimation of the bearings friction 
torque are available in literature. Five different models are 
described in [21] including the more advanced SKF bearing 
friction model [20]. Each of the models from [21] estimates the 
friction torque by grouping the individual sources together and 
quantifying them by empirical formulas. However, in this 
paper, the rotary Coulomb friction model [21] is adopted due to 
its simplicity. According to this model, the bearings friction 
torque Tb can be approximated as [20]-[21]: 

 )sgn(5.0 ω⋅⋅⋅μ⋅= dFTb , (4) 

where μ is the kinetic friction coefficient, F is the resultant 
bearing load, and d is the bearing bore diameter. Equation (4) is 
valid under certain conditions, such as: equivalent bearing load 
is 10% of the load rating, good lubrication, normal operating 
conditions (speed range 30-70% of the kinematically 
permissible speed) and no additional stress [21]. The kinetic 
friction coefficient μ is an experimentally determined constant. 
Its value depends on the bearing type and size, the bearing 
load, the load angle, and the rotational speed [21]. In [20] some 
typical values of the kinetic friction coefficient can be found. 

It should be noted that at low-speed operation there is a 
considerable amount of mixed friction in bearings because 
rolling contacts are not yet separated by a lubricant film [20]. 
This is not included in (4). Low-speed drive operation is not 
considered in this paper.  

A more complete evaluation of the bearings friction, 
including the influence of each contact areas and friction 
components, can be done using more advanced friction models 
and specialized software tools, but the manufacturer’s 
specifications on the bearings and the lubricant are required. 
Usually, these data are difficult to be provided. For that reason, 
the model defined by (4) is more convenient because it only 
requires the knowledge of a few constants. 

However, the bearings friction torque Tb can be estimated 
in a different way than it is proposed by (4). In [7] an example 
of the dry torque determination using a progressive start-up test 
experiment is presented. Nevertheless, the proposed 
experiment in [7] is more related to the static friction 
determination, but not the kinetic friction. This paper suggests 
that the bearings friction torque can be approximated as the 
torque developed by the unloaded induction motor at the speed 
ωb at which the absolute value of the deceleration of the 
retardation curve begins to increase. Here it is assumed that 
from the speed ωb the bearing friction torque starts to increase 
as speed decreases since a lubricant film is lost. Accordingly, 
the stator supply voltage at the rated frequency is reduced until 
the motor speed decreases to the value that is approximately 
equal to ωb. Then, the bearings friction torque can be 
approximated as follows:  

 ( )
s

JSbb

b

bJSbb
b

PPpsPPT
ω
−⋅=

ω
−⋅−= )1( , (5) 

where Pb is the power absorbed by the motor when the motor 
speed is approximately equal to ωb, PJSb denotes the stator 
Joule losses obtained from the measurement of the stator 
current and resistance, sb is the slip at speed ωb, p is the number 
of pole pairs, and ωs is the synchronous speed at the rated 
frequency. Note that the core losses in (5) are neglected since 
the stator voltage is small. To determine the speed ωb speed-
time curve, obtained during the retardation test, is needed.  

Windage losses are friction losses associated with the 
friction between the rotor surface and the surrounding fluid, 
usually air within the air-gap [22]. This term is generally used 
to denote the loss due to fluid drag on a rotating body [23]. 
Windage losses are influenced by the rotor peripheral velocity, 
stator and rotor geometry and their surfaces roughness, the 
properties of the rotor’s surrounding air and the length of the 
air-gap (the smaller the air-gap, the bigger the windage losses) 
[24]. Under the assumption that the rotor can be modeled as a 
rotating cylinder in an enclosure, the windage torque Tw1 can be 
expressed as follows [22]:  

 rrMw lDCkT ⋅⋅ω⋅ρ⋅π⋅⋅⋅= 42
11 32

1 , (6) 

where k is a roughness coefficient, CM1 is the torque coefficient, 
ρ is the density of air, Dr is the rotor diameter, and lr is the 
rotor length. The torque coefficient CM1 depends on the Couette 
Reynolds number and it is determined by measurements [22]. 

The end surfaces of the rotor also create windage losses. 
Under the assumption that these parts can be modeled as discs 
rotating in free space, the windage torque Tw2 can be expressed 
as follows [22]:  

 )(
64
1 552

22 rirMw DDCT −⋅ω⋅ρ⋅⋅= , (7) 

where Dr is the outer diameter of the rotor, Dri is the shaft 
diameter, and CM2 is the torque coefficient which, in contrast to 
(6), depends on the Reynolds number. However, the Couette 
Reynolds number and Reynolds number depend on the speed, 
which means that torque coefficients CM1 and CM2 are speed 
dependent.  

The windage torque caused by the rotating parts of the 
machine is now the sum of (6) and (7):  

 21 www TTT += . (8) 

It follows from (6)-(8) that the windage torque increases 
with the square of the rotor speed, i.e. the windage power 
losses increases with the cubic of the rotor speed. This is of 
particular interest for high-speed motors. 

Besides bearings friction losses and windage losses, 
ventilation losses also belong to mechanical losses. Induction 
motors are normally provided with a cooling system with the 
main objective to remove the heat generated by power losses in 
the motor. The cooling system consists of an internal shaft 
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mounted fan, or it can be driven by another motor (usually in 
variable-speed drives) [22]. The blades attached to the rotor 
short-circuiting ring have also a ventilating effect [25]. 
Windage losses and ventilation losses occur together. In [22] 
an experimental equation for the sum of windage and 
ventilation losses is given. These losses, expressed via the 
windage and ventilation torque Twv, are:  

 ω⋅τ⋅+⋅⋅⋅= ρ )6.0(
4
1 3

prrwv lDkT , (9) 

where kρ is an experimental factor (typical values can be found 
in [22]), Dr is the rotor diameter, lr is the rotor length and τp is 
the pole pitch. Equation (9) is valid for normal-speed motors, 
while for high-speed motors (7) and (8) have to be used.  

B. Modeling the Drive’s Mechanical Losses 
The induction motor drive which is considered in this paper 

is shown in Fig. 1. The system consists of the three-phase cage 
induction motor (supplied by the power inverter) coupled to the 
wound-field synchronous machine. Besides, there is a flywheel 
system coupled directly to the induction motor shaft.  

The drive from Fig. 1 is used to provide a variable 
frequency sinusoidal voltage source used for AC machines 
tests, as well as to test wound-field synchronous machine and 
flywheel energy storage system in renewable and distributed 
energy applications. 

The total mechanical losses of the induction motor drive 
from Fig. 1 are a superposition of the mechanical losses from 
the both machines, and from flywheel and mechanical 
coupling. On the basis of the results obtained for the induction 
motor’s mechanical losses formulation, the mechanical losses 
model for the synchronous machine will be established. These 
losses results from bearings and brush friction losses, and 
windage and ventilation losses.  
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Figure 1.  Induction motor drive system configuration. 

Considering that a similar bearings type are used in both 
machines, and that they operate under similar working 
conditions, the bearings friction torque in the synchronous 
machine can be expressed as in (4). Brush friction usually has 
the Coulomb sliding friction characteristic. The torque to 
overcome the brush friction depends on the brush pressure, 
brush grade, contact area, and the condition of the slip rings 
[26]. Brush friction torque is a constant. It has been suggested 
in [26] to perform two retardation tests, one with brushes lifted 
and one without brushes lifted, to experimentally obtain brush 
friction torque. However, such a test has not been performed in 
this paper since the brush friction torque will be incorporated in 
the bearings friction torque of the tested drive. Besides, the 
sum of the bearings and brush friction torques can be 
approximately estimated as it is previously proposed for the 
bearings friction torque estimation for the induction motor. 

The wound-field synchronous machine from Fig. 1 has a 
salient-pole rotor with a squirrel-cage winding distributed over 
the rotor. For that reason, this machine can be considered to 
have cylindrical-rotor with respect to windage and ventilation 
losses. Knowing the machine geometry, windage and 
ventilation torque can be calculated from (9).  

The torque Tf of a thin flywheel disk caused by air 
resistance is described by [27]:  

 52
fmf DCT ⋅ω⋅ρ⋅= , (10) 

where Cm is the torque coefficient associated with the type of 
air flow (depends on the Reynolds number), ρ is the density of 
air, and Df is the is the radius of the flywheel.  

The air resistance torque of mechanical coupling losses can 
also be approximated by (10). However, it should be noted that 
the mechanical losses due to flywheel and mechanical coupling 
air resistance to motion are much lower than the windage and 
ventilation losses of the drive. 

In order to obtain a more convenient mechanical losses 
model of the whole drive from Fig. 1, and to avoid the need for 
knowledge of the machines geometry, some modifications of 
the presented models will be carried out. The windage and 
ventilation losses model of the drive from Fig. 1 can be 
similarly expressed as (9), while for high-speed (6) and (7) 
have to be used. The flywheel and mechanical coupling air 
resistance to rotation can be modeled as (10). Taking (6), (7), 
(8), (9) and (10) into consideration, it is possible to replace 
these equations with their simpler and more convenient form. 
Namely, the paper proposes the corresponding torque Tρ (sum 
of the mechanical losses due to windage and ventilation, and 
flywheel and mechanical coupling air resistance to rotation) to 
be modeled by the following expression:  

 )1( ω⋅+
ρ ω⋅= abT , (11) 

where a and b are coefficients of the drive. This model is 
consistent with the previous ones, except that the loss influence 
factors are expressed in a much more convenient way, through 
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the coefficients a and b. Substituting a = 0 in (11) the model (9) 
is obtained, while substituting a⋅ ω = 1 (with different b values) 
in (11) the models (6), (7) and (10) are obtained. The term 
a⋅ ω in (11) is speed dependent and it is used as the replacement 
for coefficients associated with the type of air flow which 
depend on the Couette Reynolds and Reynolds numbers.  

Using the estimated drive inertia J from (3), bearings and 
brush friction torque Tbb from (5), and the speed-time curve 
recorded during the retardation test, the unknown coefficients 
from (11) can be obtained on the basis of the Newton’s second 
law of rotational motion for unloaded drive:  

 
J

bT
dt
d a

bb
)1( ω⋅+ω⋅+−=ω . (12) 

The deceleration curve, obtained by performing the 
retardation test on the drive, is fitted to model (12) using the 
mean squared error performance function based on the GA 
approach. This will be discussed below. 

IV. GENETIC APPROACH TO MECHANICAL PARAMETERS 
IDENTIFICATION 

In this section the model defined by (12) uses a GA 
approach to identify unknown coefficients a and b after a 
number of iterations that satisfy the fitness function and all 
constraints. Moreover, the GA is also used to tune the drive 
inertia J and the bearing and brush friction torque Tbb to more 
accurate values. This is done because the methods defined by 
(3) and (5) are influenced by the modeling and measurement 
errors. A brief introduction to the GA is presented. 

A GA was introduced by J. H. Holland [28]. It is a model of 
machine learning which is based on the natural processes of 
selection and evolution. The GA uses a stochastic approach 
which operates on individuals of a population, applying the 
principle of survival of the fittest which then evolves toward 
the solution of the selected problem [28]. The basic principles 
of the GA are quite simple. The first step is the selection of 
individuals from an initial population. The individuals carry 
chromosomes which are potential solutions to the selected 
problem. The algorithm usually selects individuals that have 
better fitness values. The second step is genetic manipulation 
of the selected individuals by crossover and mutation methods, 
including elitist selection. This results in new population which 
is better than the previous generation. At each next step, the 
GA uses the current population to create the next generation. 
The algorithm stops when the stopping criteria are met. 

In this paper the main goal of the GA is to find the 
mechanical parameters of the drive from the model defined by 
(12). The fitness function is defined in such a way that the 
fitness values are minimized:  
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where fit denotes the fitness function, mse stands for the mean 
squared error, dωm/dt(i) are the elements of the vector which is 
composed of the angular deceleration points obtained by the 
retardation test on the drive, and dω/dt(i) are the vector’s 
elements of the angular deceleration points estimated by (12).  

Equation (13) is an optimization problem which has been 
solved in this paper by the GA solver using Matlab’s 
Optimization Toolbox [29]. The GA is a relatively new 
optimization technique, but it has been proved as an effective 
method for the process optimization. Yet, options for the GA 
solver need to be carefully selected. Otherwise, the GA method 
would get stuck in local minima. The knowledge about the 
proper selection of the GA parameters has a rather empirical 
background and some recommendations can be found in [30]. 
Table I provides a quick overview of the most important 
selected parameters and methods provided by Matlab’s 
Optimization Toolbox that has been used in this paper for 
mechanical parameters identification.  

The size of the population depends on the problem 
complexity. The problem of optimal population size has been 
studied in literature, but a general rule cannot be applied to 
every problem. In this paper population size has been tuning 
until reaching reasonable value of the fitness function (13).  

Furthermore, it is particularly important to specify an initial 
population of the GA. If not, Matlab creates a random initial 
population using a creation function which can lead to bad 
performance of the algorithm. The initial values of the drive 
inertia J and the bearings and brush friction torque Tbb can be 
calculated according to (3) and (5), respectively, while the 
initial value of the coefficient a can be selected to be zero. The 
initial value of the coefficient b can be roughly selected 
according to the mechanical losses data of the motor (drive) 
obtained by no-load test [15]. This ensures diversity in the GA 
and provides the GA to converge quickly for finding near-
optimal solution to the problem. 

The fitness scaling option is Rank, which scales the raw 
scores based on the rank of each individual. 

Selection function selects individuals, i.e. the parents from 
the population, based on their scaled values from the fitness 
scaling function. In this GA, the Stochastic uniform function 
has been selected to perform the selection. 

TABLE I.  PARAMETERIZATION OF THE GA 

Options Values, methods 

Population size 50 

Fitness scaling Rank 

Selection function Stochastic uniform 

Reproduction Elite count: 2; Crossover fraction: 0.8 

Mutation function Adaptive feasible 

Crossover function Heuristic, ratio: 2 

Stopping criteria Generations: 100; Stall generations: 50 
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Reproduction determines method which is used for each 
new generation creation. Elite count specifies the number of 
individuals that will be moved to the next generation. 
Crossover fraction defines the fraction of the next generation 
produced by a crossover manipulation. The remaining 
individuals in the next generation will be produced by 
mutation. Elite count has been selected to be 2 and Crossover 
fraction 0.8. This provides good results. 

Mutation function provides genetic diversity by preventing 
the population of chromosomes from becoming similar to each 
other. The Adaptive feasible function has been specified to 
perform the mutation.  

Crossover function combines two individuals in order to 
generate a new individual for the next generation. Several 
crossover functions have been tested. Heuristic function with 
ratio 2 gives satisfactory results. 

The GA is iterated until a termination condition has been 
reached. Terminating conditions are the maximum number of 
iterations (100) and stall generations (50). 

V. EXPERIMENTAL RESULTS 
The mechanical parameters were determined on the drive 

from Fig. 1. The cage induction motor has following rated data: 
20 kW, 380 V, 40 A, 50 Hz, 1455 rpm, delta-connected 
windings. For this experiment the motor was connected to the 
sinusoidal three-phase supply 400 V, 50 Hz (transfer switch in 
Fig. 1 was in position 2) though the variac which controls the 
supply voltage. An optical encoder was attached to the shaft for 
speed measurement. During tests, the drive was unloaded, i.e. 
the synchronous machine (Fig. 1) was not excited. 

Before the retardation test was done, the no-load test (at the 
motor’s rated frequency) [15] of the drive was performed to 
separate the mechanical losses from the core losses. The result 
of this experiment is shown in Fig. 2. 

For the retardation test the motor was supplied with the 
reduced voltage at the rated frequency and was run under the 
steady-state on the unloaded drive. The motor (drive) speed 
had to be slightly over rated speed and was set to 1490 rpm 
(156 rad/s), while the supply voltage was 113 V. It was 
necessary to wait some time to stabilize the temperature of the 
drive’s bearings and then the motor was disconnected from the 
power supply and the speed-time curve was recorded. The 
result of the retardation test is shown in Fig. 3. From Fig. 3 a 
time derivative of the rotating speed can be obtained (Fig. 4). 
The specific part of the angular deceleration curve at low 
speeds is enlarged in Fig. 4. After the retardation test was done, 
the motor was reconnected to the power supply and ran at the 
near of its rated speed by controlling the motor’s supply 
voltage. The motor (drive) speed was set to 1450 rpm 
(ω1=151.8 rad/s), while the supply voltage was 57 V. The 
electrical input power to the motor P01, the stator current I01 
and the stator winding resistance Rs were measured. The core 
losses PFe1 were read on the curve of Fig. 2, while the angular 
deceleration dω/dt at the speed ω1 was read on the curve of 
Fig. 4. The drive inertia was calculated according to (3). 
Table II describes the results obtained on the drive. The value 
of the drive inertia will be used in initial population of the GA. 
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Figure 2.  Separation of the no-load losses. 
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Figure 3.  Retardation test on the drive. 
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Figure 4.  Angular deceleration curve. 

TABLE II.  THE RESULTS OBTAINED FROM THE RETARDATION TEST 

ω1 

(rad/s) 

(dω/dt)ω=ω1 

(rad/s2) 

P01 

(W) 

I01 

(A) 

Rs 

(mΩ) 

PFe1 

(W) 

P1 

(W) 

J 

(kgm2) 

151.8 − 3.379 602 7.37 311 10 556 1.084 

The bearings and brush friction torque Tbb can be easily 
approximated as described in (5) for the bearings friction 
torque Tb determination. However, it is previously necessary to 
identify the speed ωb at which the absolute value of the angular 
deceleration of the retardation curve begins to increase. This 
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characteristic speed was readily found on angular deceleration 
curve and its value is ωb = 3.87 rad/s (enlarged part of the 
curve in Fig. 4). Thereafter, the stator supply voltage was being 
reduced until the motor speed was decreased to the value of ωb. 
Nevertheless, the proposed procedure was associated with the 
static stability problem of the drive system and exact value of 
ωb could not be achieved. For that reason electrical input power 
to the motor Pb, the stator voltage Ub, current Ib and the stator 
winding resistance Rs were measured for a few operating points 
slightly above the speed ωb, and then the bearings and brush 
friction torque Tbb was estimated for the speed ωb by an 
extrapolation procedure. This procedure involved the use of (5) 
for each achieved operating point in order to obtain the torque 
T developed by the motor. Afterwards, the bearings and brush 
friction torque Tbb was extrapolated. It should be noted that (5) 
is valid for low-speed drive operation, as was the case here. 
The results are summarized in Table III.  

Eventually, the mechanical parameters identification was 
undertaken using the proposed GA and the fitness function 
(13), including angular deceleration curve from Fig. 4, 
whereby the estimated drive inertia J and the bearings and 
brush friction torque Tbb from Table II and Table III, were used 
as initial values. Since the rotor core losses in (2) and (5) were 
neglected, as well as the windage and ventilation losses in the 
bearings and brush friction torque estimation, it was expected 
that the actual values of the drive inertia and the bearings and 
brush friction torque were lower than the previously estimated 
ones. With regard to this, previously estimated values of the 
drive inertia J and the bearings and brush friction torque Tbb 
were specified as upper bounds on these variables. The initial 
value of the coefficient a from (11) was selected to be zero, 
while the initial value of the coefficient b was roughly selected 
according to the mechanical losses data of the motor (drive) 
obtained by no-load test (Fig. 2), e.g. 0.024 (Table IV). The 
initial value of the coefficient a was specified as lower bound 
on this variable, while the coefficient b was specified as upper 
bound on this variable. The GA was run several times until the 
mechanical parameters set was obtained (Table IV). The 
objective function value of the best solution is 1.9809⋅10-4. 

TABLE III.  THE RESULTS OF THE BEARING AND BRUSH FRICTION 
TORQUE ESTIMATION 

ω 

(rad/s) 

Pb 

(W) 

Ub 

(V) 

Ib 

(A) 

Rs 

(mΩ) 

T 

(Nm) 

Tbb 

(Nm) 

9.74 184.2 25.17 11.67 311 0.903 

- 7.64 169.4 24.17 11.20 311 0.830 

5.12 153.3 23.00 10.70 311 0.749 

3.87 - 0.709 

TABLE IV.  THE RESULTS OBTAINED BY THE GA APPROACH 

Mechanical parameters J 
(kgm2) 

Tbb 
(Nm) 

a 
 

b 
 

Initial values 1.084 0.709 0 0.024 

Final values 1.078 0.6544 0.00098 0.0093 

The mechanical losses components of the tested drive, 
obtained by the proposed methods, are shown in Fig. 5. It 
should be noted that low-speed drive operation was not 
considered in this paper, i.e. it is not covered by the proposed 
mechanical losses model. It is assumed that below the speed ωb 
the bearings friction torque starts to increase as speed decreases 
since a lubricant film is lost. This is not included in the 
proposed bearings and brush friction torque model. For that 
reason the mechanical parameters set from Table IV are not 
valid below speed ωb (Fig. 4). However, it is interesting to 
calculate the mechanical losses of the drive (Pm) from Fig. 1 at 
no-load (ω=157 rad/s) according to the proposed model and the 
loss coefficients obtained by the GA approach (Table IV): 

 ( ) W602)1( =ω⋅ω⋅+= ω⋅+a
bbm bTP . (14) 

The result of (14) is in good agreement with the experimental 
result obtained by no-load test of the drive (Fig. 2). 

In order to validate the proposed mechanical losses model 
and methods for the estimation of the mechanical parameters of 
the drive, additional experiments were carried out. The motor 
was connected to a 60 Hz source at reduced voltage (transfer 
switch in Fig. 1 was in position 1 and the motor was connected 
to power inverter) and was run under steady-state on the 
unloaded drive. Then the retardation test was performed. The 
result of this experiment is shown in Fig. 6, where it is also 
shown the estimated retardation curve obtained according to 
(12) with the parameters from Table IV. 
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Figure 5.  The mechanical losses components of the tested drive. 
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Figure 6.  Retardation test on the drive at 60 Hz. 
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As shown in Fig. 6 the estimated retardation curve is in a 
good agreement with the experimental curve. 

Another experiment was performed on the drive from 
Fig. 1 with the flywheel removed. The flywheel is a solid, 
uniform disk which has inertia of 0.1454 kgm2. Since the 
flywheel was directly coupled to the motor shaft, after it was 
removed, the drive inertia referred to the motor shaft is 
0.9336 kgm2. In this experiment the motor was supplied with 
the reduced voltage at the rated frequency and was run under 
the steady-state on the unloaded drive. At that moment the 
retardation test was performed. The result of this experiment is 
shown in Fig. 7. The same figure shows the estimated 
retardation curve obtained according to (12) with the 
parameters from Table IV, but with the drive inertia of 
0.9336 kgm2. As can be seen in Fig. 7, there is a certain 
discrepancy between the experimental and the estimated 
retardation curves. This disagreement is noticeable at lower 
speeds regions. The reason for discrepancy between results can 
be found in the resultant bearings load. Namely, when the 
flywheel was removed, according to (4) the resultant bearings 
load was decreased. Besides, disagreement also exists because 
there were no the mechanical losses due to flywheel air 
resistance to motion. To correct the estimated retardation 
curve, the bearings and brush friction torque was estimated 
again employing the proposed GA method, while the other 
mechanical parameters (a and b from Table IV) were not 
changed. The results are shown in Fig. 8. The estimated 
retardation curve, obtained according to (12) with new 
estimated value of the bearings and brush friction torque 
(0.62 Nm), shows good agreement with the experimental 
curve, validating the effectiveness of the proposed method. 
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Figure 7.  Retardation test on the drive at 50 Hz without flywheel. 
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Figure 8.  Retardation test on the drive at 50 Hz without flywheel - Corrected 
estimated curve. 

VI. CONCLUSION 
In this paper, the experimental method for the identification 

of the mechanical parameters of the induction motor drive was 
presented. The method is based on the improved retardation 
test with the help of the GA.  

In addition, the mechanical losses model of the tested drive 
was established. Novel modeling approach of the windage and 
ventilation losses was introduced. The model is much more 
suitable for practical use, compared to the ones that can be 
found in literature, since it does not require a detailed 
knowledge of the machines geometry. 

The effectiveness of the proposed methods was 
demonstrated by experiments. Good agreements were found 
between the estimated and the experimental results. 

Future researches should follow up on improving the 
mechanical losses model of the drive system in low-speed 
regions and at standstill. 
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Figure 1. The original design of the two-phase Tesla inductor [2] 
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Abstract—This paper describes a new method for designing 

Tesla’s two-phase inductor for demonstration of rotating 

magnetic field, based on the famous Tesla’s Egg of Columbus 
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NOMENCLATURE 

D, d  Outer and inner iron core diameter [mm], 
a, h  Iron core width and height [mm], 
μ0 = 4π·10-7 Permeability of free space [H/m], 
ω, f  Angular frequency [rad/s] and frequency [Hz], 
α, β  Phase index, 
Nα, Nβ, N  Number of turns per phase, 
m = Nβ/ Nα Transfer coefficient, 
N1/2 = N/2  Number of turns per half-winding, 
Rg  Equivalent reluctance of air gap [H-1], 
 Xα, Xβ, X  Reactance of phase winding [Ω], 
X1/2 = X/2  Reactance of one half-winding [Ω], 
Rα, Rβ, R  Resistance of phase winding [Ω], 
Zα, Zβ, Z  Impedance of phase winding [Ω], 
XC, RC  Capacitor reactance and resistance [Ω], 
UC, C  Capacitor voltage [V] and capacitance [μF], 
ρCu0 = 1/57 Specific resistance of copper at 20°C [Ωmm2/m], 
lCu, LCu = N·lCu Average length of turn and phase winding [m], 
SCuα, SCuβ, SCu Copper wire cross section [mm2], 
dCuα, dCuβ, dCu Copper wire diameter [mm], 
nα, nβ, n  Number of conductor layers, 
Iα, Iβ, I  RMS value of phase and total current [A], 
Uα, Uβ, U  RMS values of phase and supply voltage [V], 
Fα, Fβ, F  Amplitude of  magneto-motive force [Aturns], 
Φgα, Φgβ, Φg Amplitude of air gap magnetic flux [Wb], 
Bgα, Bgβ, Bg Amplitude of air gap magnetic flux density [T], 
Δ, PCu  Current density [A/mm2] and copper losses [W], 
mCu, VCu  Total mass [kg] and volume of copper [m3], 
γCu = 8900 Specific mass of copper [kg/m3], 
θ, θa  Operating and ambient temperature [°C], 
θf  = (θ + θa)/2 Average (film) temperature [°C] 
∆θ = θ – θa Temperature increase [°C] 
αc, αr, αt  Heat transfer coefficients [W/°C/m2], 
Shc, Shr  Heat transfer surface areas [mm2], 
σ = 5.674∙10-8 Stefan-Boltzmann constant [W/m2/K4], 
ε  Emissivity coefficient, 
Nu, Gr, Pr Nusselt, Grashoff and Prandtl number, 
λf  Thermal conductivity of air [W/°C/m], 
νf  Kinematic viscosity of air [m2/s], 
g = 9.81  Acceleration of free fall [m/s2], 
β = (235 + θf)

-1 Thermal expansion coefficient [°C-1], 
γf = 1.2928 Specific mass of air [kg/m3], 
cf = 1005  Specific thermal capacity of air [J/kg/°C]. 

I. INTRODUCTION 

In February 1882, the Serbian inventor and scientist Nikola 
Tesla came up with the design of the rotating magnetic field 
and in 1888 he constructed the first induction motor. Tesla’s 
first induction motor had a toroidal stator with a two-phase 
inductor, unlike a cylindrical stator with a three phase inductor 
which is nowadays a standard design. In order to demonstrate 
the effects of the rotating magnetic field at the World fair 
exhibition in Chicago in 1893, Tesla used his two-phase 
inductor to lift and spin a metal egg, thus “performing the feat 
of Columbus without cracking the egg”[1]. Tesla’s original 
design of the two-phase inductor is shown in Fig. 1.  
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Figure 3. Magnetic circuit equivalent 

 

Two coils are wound on an iron core of toroidal shape. The 
two phase coils are displaced by 90

 
(geometrical) degrees and 

are supplied with two alternating currents phase shifted by 90
 

(electrical) degrees. In this way a rotating magnetic field is 
generated in the air gap. If a metal object, e.g. a copper or 
aluminum egg, is placed on a platform in the centre, it will 
start to rotate, and eventually stand on its main axis, due to 
gyroscopic effect. Tesla’s two-phase inductor is in fact the 
stator of a two-phase induction motor, with the metal egg 
being the rotor.  

Replicas of “Tesla’s Egg of Columbus” can be found in 
museums dedicated to Tesla and almost every Faculty of 
electrical engineering has its own unique copy. There are even 
companies that create authentic replicas for museums and 
private collectors [3]. These replicas are not difficult to 
reproduce, however in most cases they deviate from Tesla’s 
original design.  For example in [4] using the laws of electrical 
machine resemblance, a stator of a conventional four-pole, 
three-phase induction motor was redesigned to demonstrate 
the “Egg of Columbus” experiment, and in [5] an 
electronically controlled rotating magnetic field inductor, 
using power switches, oscillator and counter circuits is 
presented. All these replicas don’t properly illustrate the 
brilliance and simplicity of the rotating magnetic field concept 
and they are not a practical educational tool which, in a simple 
way, conveys basic electro-technical engineering principles to 
young students. 

This paper gives the design and construction principles of 
Tesla’s two phase inductor. The paper is organized as follows. 
In Section II the analytical  model for electromagnetic design 
is presented and proper level of magnetic flux density in air 
gap is selected. Equations for calculating the phase reactance 
and resistance, required capacitance in one phase and number 
of turns in each phase are derived.  Section III gives a method 
for determining adequate current density, based on analytical 
thermal analysis. Using the derived equations, all the 
necessary parameters are calculated in Section IV and the 
results of the design are verified via computer simulation and 
Finite Element Method (FEM) analysis. Conclusion is given in 
Section V. 

II. ELECTROMAGNETIC DESIGN 

The design of electrical machines is an iterative procedure 
based on calculations and assumptions on the first step, and on 
necessary corrections and experimental verification on the 
second step. Assuming fixed dimensions of used iron core, the 
electromagnetic design starts with the selection of magnetic 
flux and current density and ends by calculating number of 
turns in each phase. 

A. Magnetic Circuit 

 The magnetic circuit for one phase winding of the Tesla 
inductor is shown in Fig. 2. The phase winding is divided in 
two halves which are connected in series, but wound in 
opposite directions and placed on opposing sides of the iron 
core. The resulting magnetic flux Φg passes through the air gap, 
while only half of the resulting flux ΦFe = Φg/2 passes through 
each side of the iron core. For design analysis, the magnetic 

circuit in Fig. 2 can be represented with an equivalent circuit, 
shown in Fig. 3. The magnetic circuit equivalent takes only the 
equivalent magnetic resistance (reluctance) of the air gap into 
account, while the reluctance of the iron core is neglected due 
to high values of iron core permeability. 

B. Phase Impedance 

Assuming a homogeneous magnetic field in the air gap, 
the phase reactance can be calculated by using similar 
approach to slot leakage reactance calculation for standard 
induction motors [6]. Later in the text, by using computer 
simulation and FEM analysis, it will be shown that this is a 
very good approximation. The reactance of one half-winding 
of each phase, is: 

 
2

21/2
1/2 0 1/2

1

3g

N
X h N          


  (1) 

where the equivalent air gap reluctance is: 

 
0

3
g

h 
 

 
  (2) 

Since two half-windings are connected in series to form one 
phase winding, after introducing frequency and number of 
turns per phase in (1), the following equation for reactance of 
each phase winding is obtained: 

 2 2
1/2 0

1
2

3
X X h f N           (3) 
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Figure 4. Electric circuit equivalent 

The phase resistance at θ0 = 20°C can be calculated as: 

 0 0 0
Cu Cu

Cu Cu
Cu Cu

L N l
R

S S
 


      (4) 

The cross section of copper wire in (4) is: 

 2

4
Cu CuS d


    (5) 

The average length of copper wire is: 

  1/22 2 2Cu Cu CuL N l N a h n d            (6) 

The coil resistance at operating temperature θ  is: 

 0
0

235

235
R R






 


  (7) 

The impedance of each phase winding is then: 

 2 2Z R X    (8) 

In equations (1)-(8) phase indexes have been left out, 
meaning that the equations are valid for both phases. In order 
to calculate the parameters for a particular phase, one must use 
the number of turns, number of conductor layers and cross 
section of that particular phase winding.  

C. Permenantly Connected Capacitor 

In order to get a symmetrical rotating magnetic field, it is 
needed to have equal amplitudes of Magneto-Motive Forces 
(MMFs) for both phases, and an electrical phase delay of 90º 
between the phase curents. In standard single-phase induction 
motors, this is achieved by using permenantly connected 
capacitor in one of the phases, e.g. phase β in Fig. 4. For 
calculating the capacitance in phase β a standard procedure 
described in [7] will be used.  

The transfer ratio is calculated using [7]: 

 

2 4

2

CX X R R
m

R

  



   



  (9) 

while capacitor reactance and capacitance are [7]: 

 2
CX m X m R       (10) 

 
1 1

2C C

C
X f X 

 
   

  (11) 

While calculating the transfer ratio, one must assume the 
value of capacitor resistance, but for rough calculations, the 
capacitor resistance can be neglected. 

D. Number of Turns per Phase 

The magnetic flux density in the centre of the air gap due to 
excitation from one phase can be calculated from Fig. 3. For 
that purpose, the Kapp-Hopkins law for magnetic circuits is 
used: 

 g
g

F
 


  (12) 

The Magneto-Motive Force (MMF) generated from both 

phases  is: 

 
2 2

2 2
F N I N I           (13) 

With the assumption of a homogeneous magnetic field in 
the air gap, the amplitude of the magnetic flux is given by: 

 g g g gB S B h d        (14) 

Substituting  (2), (13) and (14) in (12) the following 
equations for calculating the number of turns in each phase are 
derived: 

 
0

3
2

gB d
N

I


 
      (15) 

 
0

3
2

gB d
N

I


 
      (16) 

From (15) and (16) it can be seen that required level of 
magnetic field density in the air gap can be achieved by 
increasing the number of turns, or by increasing the current.  
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The required level of magnetic field density is determined 
from the condition that it only has to spin the egg, and therefore 
can be much lower than as in conventional electric machines. 
This level is determined by analyzing a prototype. The results 
of the experiments show that for rotating magnetic field 
demonstration, a magnetic flux density of 5-10 mT is large 
enough to lift and spin a smaller metal egg. Heaving this range 
of values in mind, the design problem is to select the 
appropriate number of turns for each phase winding in order to 
obtain required magnetic flux density without overheating the 
coils due to large currents needed to generate this flux density 
in the large air gap.  

If a standard value of copper wire diameter for phase α is 
selected, with a proper value for current density without 
overheating, the phase current and the number of turns in phase 
α, using (15) can be calculated. After the number of turns is 
found, the reactance and resistance of phase α using (3) and (4) 
and the required transfer ratio using (9) can be calculated. In 
that case, phase current and number of turns in phase β is 
further calculated as: 

 
I

I
m


   (17) 

 N m N     (18) 

From (17) the diameter and cross section of copper wire in 
phase β should be adopted to the closest standard values. Since 
the core has fixed dimensions, it must be must ensured that 
there is enough space to place both phase windings on the core. 
The windings will fit on the core if they are wounded in n 
layers, where n is calculated for each phase independently 
using: 

 
2 CuN d

n
d

 



  (19) 

where the first larger integer value should be adopted. At the 
end the number of turns for phase β is calculated by using the 
same equations as for phase α.  

III. THERMAL DESIGN 

Current density of conventional induction motors is 
typically in the range 3-8 A/mm

2 
[6]. Current density 

determines the cross section of copper wire, or in other words, 
the total mass of copper used to wound the inductor. Since the 
losses depend on the value of current density, the steady state 
temperature of the windings also depends on current density. 
In order to prevent overheating, a thermal model is used to 
select the required value of current density. 

 

A. Coper Losses 

The design is based on requirement that the steady state 
temperature of windings does not exceed 80ºC. Since the 
magnetic flux density is in the range of 5-10 mT, the iron 
losses can be neglected, and only the copper losses are 
considered.  

The total copper losses in both phases at operating 
temperature θ  are: 

 2 2 22CuP R I R I R I              (20) 

If it is assumed that operating temperature should be           
θ = 80ºC, the resistance should be increased using (7) and the 
following equation for copper losses in common electrical 
machines is obtained [6]: 

 2 22.42Cu
Cu Cu Cu

Cu

m
P m


        (21) 

where Δ is given in A/mm
2 
and total mass of copper is: 

  Cu Cu Cu Cu Cu Cu Cu Cum V L S L S             (22) 

From (21) the losses per cubic meter of copper depend 
only on the current density:  

 2 22.42 21538Cu
Cu

Cu

P

V
       (23) 

If the copper losses from (21) are combined with (4) and 
(15) or (16),  the following equation is derived: 

 
0

6 2 Cu Cu
Cu g g

d l
P B k B



 

 
         (24) 

in which k is a constructive constant which depends on 
characteristics of used materials and core dimensions. From 
(24) the characteristic product of magnetic flux and current 
density can be found which will provide that copper losses 
don’t lead to overheating. 

B. Current Density 

The allowed copper loss can be calculated using Newton’s 
law of cooling [6,8]: 

 max t hcP S      (25) 

where convection and radiation heat transfer surface areas and 
total heat transfer coefficient are: 

   2 24
4

hc hrS S h d h D d D d


            
 

  (26) 

 hr
t c r

hc

S

S
       (27) 

Using (25) the copper losses which will lead to steady state 
temperature rise of θ = 80ºC can be calculated, and after that, 
using (24) the maximum allowed current density for a given 
value of magnetic flux density is calculated.  
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Figure 5. Current density versus operating temperature 

The heat transfer coefficient due to radiation is calculated 
using Stefan–Boltzmann’s law [8]: 

 
   

44
273 273 a

r
a

 
  

 

  
  


  (28) 

where the emissivity is taken to be 0.2 for new, and close to 1 
for old copper conductors. The heat transfer coefficient due to 
natural convection is calculated using dimensional thermal 
analysis, involving Prandtl, Grashoff and Nusselt numbers, 
and is given by following equation [8]: 

 
f

c Nu
h


     (29) 

In (29) Nusselt number is a function of the product of 
Grashoff and Prandtl number and is calculated using [8]: 

  
n

Nu A Gr Pr     (30) 

where values for coefficients A and n depend on product of 
Grashoff and Prandtl number and are given in Table I [8].  

TABLE I.  NUSSELT NUMBER COEFFICIENTS 

Gr ∙ Pr A n 

10-10- 10-4 0.675 0.058 

10-4- 10-1 0.889 0.088 

10-1- 102 1.020 0.148 

102- 104 0.850 0.188 

104- 107 0.480 0.250 

107- 1012 0.125 0.333 

 
Grashoff number takes into account forces due to 

differences in density of heated air layers and is calculated 
using following equation [8]: 

 
3

2
f

g h
Gr

 



  
   (31) 

Prandtl number depends on physical properties of air and 
can be calculated as [8]: 

 
f f f

f

c
Pr

 



 
   (32) 

but is often taken to have a constant value of 0.7. 
  

 

In (29), (30), (31) and (32) thermal conductivity of air, 
Prandtl number and viscosity of air are functions of average 
(film) temperature and are calculated as [8]: 

 2 52 42 10 7 2 10f f. .         (33) 

 40 715 2 5 10 fPr . .       (34) 

 5 81 32 10 9 5 10f f. .         (35) 

Assuming a value of steady state and ambient temperature 
and using equations (28)-(35), the total heat transfer 
coefficient is calculated, and value for allowed copper losses 
is obtained from (25). The allowed current density is then 
calculated from (24) and the final result of this calculation is 
showed on diagram in Fig. 5. The diagram shows allowed 
current density versus operating temperature, for several 
values of ambient temperature.  

It can be seen from diagram on Fig. 5 that for operating 
temperature of θ = 80°C and ambient temperatures of 15°C to 
30°C, allowed current density is in the range of 3-4 A/mm

2
. 

For most likely ambient temperatures of 20°C to 25°C current 
density is approximately  3.5 A/mm

2
. 
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Figure 6. Dimensions of the used iron core 

IV. RESULTS OF DESIGN 

A. Calculation 

For demonstration of the proposed calculation of two-
phase Tesla inductor a toroidal iron core from  an instrument 
transformer for voltage 258V and current 25A is selected. The 
dimensions of the iron core are given in Fig. 6 with the values 
in Table II.  

TABLE II.  CORE DIMENSIONS 

Parameter Unit Value 

D mm 260 

d mm 180 

h mm 60 

a mm 40 

 

For selected standard copper wire with diameter of 1 mm 
for phase α, using equations derived in Section II and Section 
III, with the selected values of 10 mT for magnetic flux 
density and 3.5 A/mm

2
 for current density, all the parameters 

for constructing a two-phase Tesla inductor are  calculated and 
their values are given in Table III. 

 

 

 

TABLE III.  RESULTS OF CALCULATION 

Parameter Unit Value 

dCuα mm 1.0 

dCuβ mm 0.8 

SCuα mm2 0.7854 

SCuβ mm2 0.5027 

Bg mT 10 

∆ A/mm2 3.5 

Iα A 2.75 

Iβ A 1.84 

Nα turns 704 

Nβ turns 1050 

m / 1.5 

nα layers 3 

nβ layers 4 

Rα Ω 4.11 

Rβ Ω 9.49 

Xα Ω 6.15 

Xβ Ω 13.67 

Zα Ω 7.40 

Zβ Ω 16.64 

XC Ω 19.84 

RC Ω / 

C µF 160 

Uα V 21 

Uβ V 31 

UC V 37 

LCuα m 150 

LCuβ m 220 

mCu kg 2 

VCu m3 2.28∙10-4 

PCu W 63.3 

PCu/VCu W/m3 277840 

 

It should be noted that total wire lengths in each phase 
should be increased for approximately 10% in order to take 
into account side connections and terminal connections. In this 
way, the total mass and volume of copper will be slightly 
increased. 
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Density Plot: |B|, Tesla
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Figure 7. Magnetic flux density plot for phase α 

Density Plot: |B|, Tesla
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Figure 8. Magnetic flux density plot for phase β 

 

|B|, Tesla

Length, mm

0.013

0.0125

0.012

0.0115

0.011

0.0105

0.01

0 50 100 150

 

Figure 9. Magnetic flux density distribution along air gap 

 

Density Plot: Temperature (K)

3.542e+002 : >3.575e+002

3.510e+002 : 3.542e+002

3.478e+002 : 3.510e+002

3.446e+002 : 3.478e+002

3.413e+002 : 3.446e+002

3.381e+002 : 3.413e+002

3.349e+002 : 3.381e+002

3.317e+002 : 3.349e+002

3.285e+002 : 3.317e+002

3.252e+002 : 3.285e+002

3.220e+002 : 3.252e+002

3.188e+002 : 3.220e+002

3.156e+002 : 3.188e+002

3.123e+002 : 3.156e+002

3.091e+002 : 3.123e+002

3.059e+002 : 3.091e+002

3.027e+002 : 3.059e+002

2.994e+002 : 3.027e+002

2.962e+002 : 2.994e+002

<2.930e+002 : 2.962e+002

 

Figure 10. Temperature distribution 

 

B.  Electromagnetic Simulation 

 For electromagnetic and thermal simulation, FEMM 
software is used. Fig. 7 shows magnetic flux density plot from 
phase α, at the moment when the current in phase α is at its 
maximum, while current in phase β is equal to zero. This 
justifies the assumption of homogeneous magnetic filed in the 
air gap. Fig. 8 shows the similar results for phase β. From    
Fig. 7 and Fig. 8 it can be concluded that the magnetic fields 
are orthogonal, thus creating a rotating magnetic field in the 
air gap. 

Fig. 9 shows value of magnetic flux density along the air 
gap. It is clear from Fig. 9 that the magnetic flux density 
changes from 11 mT to 12.5 mT along the diameter of the air 
gap, which is more than anticipated 10 mT. The coil 
parameters are also calculated by FEM simulation           
(Table III), and compared with analytically calculated values 
shown in Table II. It can be seen that the calculation error is 
less than 3% in all cases. 

 

TABLE IV.  SIMULATION RESULTS 

Parameter Unit Value 
Calculation 

error % 

Rα Ω 4.13 0.50 

Rβ Ω 9.61 1.25 

Xα Ω 6.30 2.38 

Xβ Ω 14.00 2.36 

C. Thermal Simulation 

The electromagnetic FEM simulation considered a planar 
problem, while the thermal analysis should consider a 
axisymmetric problem. The copper winding is modeled with a 
hollow torus, with the same volume as calculated in Table II, 
while copper losses per cubic meter are calculated from (23). 
The calculated temperature distribution is showed  in Fig. 10 
from which it can be seen that the highest temperature is 354 
K or 81°C, which is almost equal to the designed temperature 
of 80°C. During simulation an ambient temperature of 20°C 
was assumed. 
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It may seem that the model shown in Fig. 10 is 
oversimplified, but with current level of design, without 
experimental verification, it would be unreliable to assume 
special insulation types for conductors and special wooden  or 
metal platforms for the metal egg to spin on them which may 
influence the basic calculation. 

V. CONCLUSIONS 

In this paper a full design procedure for calculating the 
parameters of Tesla’s two-phase inductor is explained. 
Starting from basic concepts of electrical machine design, a 
new method dedicated to special machines with large air gaps 
and toroidal inductors is developed. The main problem of the 
proposed design procedure is found to be the selection of 
magnetic flux density and current density values. While 
magnetic flux density, required to lift a small metal egg, is 
determined experimentally, the value for current density is 
selected as a result of detailed thermal analysis. Even such 
analysis implies complicated set of equations and is parameter 
sensitive, it is shown that for reasonable values of operating 
and ambient temperature, the current density is found to be in 
a relatively small range of values. It is shown that the 
analytical model gives very similar results as the FEM 
computer simulation. It should also be noted that the total 
copper losses of such a device are around 60 W which is 
equivalent to a light bulb. Even it seems that the larger values 

of current densities can be allowed without overheating the 
winding, the  FEM simulation showed that with only 60 W of 
losses the temperature rise is close to given 80°C limit. The 
next step would be to build the prototype based on the 
proposed calculation. Only by experimental verification, the 
the design process will be completed. 
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Abstract— This paper describe a novel method for increasing 
energy efficiency of interior permanent magnet synchronous 
motor (IPMSM) drives.  In order to minimize the controllable 
electrical losses of IMPSM the dq-axes armature current is 
calculated based on particle swarm optimization (PSO). The 
method are tested for the wide speed range and different load 
condition. Simulation results of high speed IPMSM drives are 
presented and discussed.  

Keywords- IPMSM, high speed, PSO, energy efficiency 

NOMENCLATURE 

vd ,vq – stator d- and q- axis input voltages 
vod ,voq – stator d- and q- axis airgap voltages 
id, iq – stator d- and q- axis input currents 
ido, iqo – stator d- and q- axis airgap currents 
idc, iqc – stator d- and q- axis equivalent iron loss currents 
Rs – stator phase resistance 
Rc – iron losses resistance 
�m – permanent magnet flux 
Ld ,Lq – stator d- and q- axis self inductances 
ω – actual rotor angular speed 
mel – electromagnetic torque 
mm – load torque 
J – motor inertia 
p – number of pole pairs 
� – saliency ratio (Lq/Ld) 
T – torque 
PCu ,PFe – copper and iron losses 
PL  – total electric power losses 

I.  INTRODUCTION 

The 60% of electric energy generated in industrialized 
countries is expended on electromechanical conversion. Losses 
occur during any such conversion, and optimization is required 
for their minimization [1]. Energy conservation and 
profitability are the basis of a faster development of digitally 
regulated electrical drives in a wide range of speeds, which are 
seeing more and more use in industrial processes. 

Last decade the permanent magnet synchronous motor 
(PMSM) are widely used. PMSM combine a high power 
density, good heat transfer, and, lastly, a greater efficiency 
compared to other types of motors used for energy conversion. 
At the same time, synchronous motors boast favorable control 
characteristics, making them suitable for various applications, 
such as hybrid vehicles, servo-drives, household appliances etc 
[2]. The past few decades experienced rapid development of 
microcontrollers of vast capabilities, enabling full digital 
control of electromechanical conversions. Great effort has been 
expended in resolving problems of digital electrical drives. 

Synchronous motor energy efficiency can be further increased 
with improvements in digital control algorithms, while 
additional expenses can be reduced by increasing the rotor 
revelation speed [3], [4]. 

Drive losses are consisted of converter losses and motor 
losses. Motor losses are consisted of losses in stator windings, 
mechanical losses, and iron losses. The past several years saw 
the development of a number of loss optimization methods for 
regulated permanent magnet synchronous motor drives. These 
methods can be divided into two basic groups: methods based 
on search algorithms [1] - [3], and model-based methods [4] - 
[14]. The first group is independent on the motor model used, 
and includes inverter losses, but may, in some cases, cause 
ripples to appear in steady-state torque. The second group 
requires the knowledge of motor (as well as converter) 
parameters during drive operation. 

In search algorithms, the input power is measured, and then 
minimized through alteration of system variables. A required 
property for optimization is constant output power. Search 
algorithms are most often used in steady-state operation, but, 
optionally, can be combined with model-based methods during 
transient states. Authors in [1] have, based on measured 
currents and DC circuit voltage, estimated input power, and use 
algorithms to determine the optimal d-axis current vector 
component for steady-state operation. An adaptive algorithm 
for on-line IPMSM loss optimization is presented in [2]. The 
algorithm functions in steady-state only. The authors of [3] 
present an algorithm suitable for scalar PMSM control in 
battery powered electric vehicle drives. Input power 
calculations utilize DC current and voltage. The minimal 
power is achieved through regulating output voltage. 

Model-based algorithms require the modeling of motor and 
converter losses and utilization of those models during 
optimization. Parameters must be known, and in most cases 
necessitate the consideration of magnetic core saturation [4]. In 
[8], the authors utilize the stator flux vector as an independent 
variable both the torque equation and the voltage equations, 
and propose loss reduction through voltage angle correction. 
The proposed solution takes into consideration both voltage 
and current limitations, also expressed through the stator flux 
vector. In addition to loss optimization, flux estimation is 
necessary to improve the control algorithm dynamic 
performance [9]. The choice of optimal currents is enabled by 
look-up tables, generated off-line using various program suites. 

This paper will consider the synchronous motor constructed 
in such a way that the induced electromotive force is 
sinusoidal, while the permanent magnets ate imprinted into the 
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iron core. High magnetic anisotropy is a staple of such motor, 
that is to say, such construction greatly reduces the amount of 
iron in the d-axis, making the Ld inductance significantly lesser 
than Lq inductance (Ld<Lq). The optimization was performed by 
using particle swarm optimization (PSO) algorithm. PSO 
algorithm is a swarm intelligence optimization technique that 
has found its basis in natural, special in interactions of flocks of 
birds and swarms of insects. It was first introduced by Kennedy 
and Eberhart (1995) [15]. The proposed PSO algorithm 
attempts to reduce copper and iron losses both in constant field 
and field weakening areas of operation. Optimal currents are 
recorded in look-up tables. For a given speed and torque, 
optimal currents are read and used as input for current 
regulators. The proposed algorithm is compared a standard id = 
0 control.  

II. EQUIVALENT CIRCUIT AND BASIC EQUATION  

Fig. 1 shows the d- and q-axis equivalent circuits of 
IPMSM.  
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Figure 1.  d- and q-axis equivalent circuits of IPMSM a) d-axis equivalent 
circuit, b) q-axis equivalent circuit 

Based on Fig. 1 the mathematical equations of the 
equivalent dq axis model of IPMSM in the rotor reference 
frame are expressed as [7]: 
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A. Torque production 

The electromagnetic torque of the IPMSM has two 
components: fundamental magnetic torque (which is 
proportional to the product of the magnet flux and q-axis stator 
current), and the reluctance torque (which is dependent on the 
saliency ratio and to the product of dq-axis stator current 
components). Based on Fig.1 torque can be expressed as:  

  oqoddoqm iiLipT  1
2

3
             (5)

B. Controllable losses 

The copper losses are proportional to square of current and 
can be estimated using circuit in Fig.1: 

 22

2

3
qdsCu iiRP               (6)

The iron losses in the machine consist of two components: 
hysteresis and eddy current losses. The entire no-load losses 
are assumed to be dominantly due to the iron losses and are 
modeled by a parallel resistance called Rc (which is function of 
speed) [4]: 

 

Figure 2.  Rc estimation 

The iron losses can be estimated using circuit in Fig.1: 

 22

2

3
cqcdcFe iiRP               (7) 

The mechanical losses are not controllable. The electrical 
losses are controllable by means of current vector control. The 
electrical losses are consisted of copper and iron losses: 

FeCuL PPP               (8) 

The electrical losses can be expressed as function of iod, T 
and ω. Minimal electrical losses can be derived by 
differentiating function of electrical losses with respect to iod 

and equating the derivates to zero. For IPMSM there is no 
analytical solution [4]. 
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III. PARTICLE SWARM OPTIMIZATION 

The PSO main goal is to explore the search space of 
interest using groups made of particles. A group of particles 
makes swarm, which is identified with a population in 
evolutionary terms. Each particle is characterized with its 
position which representing the potential solution of the 
optimization problem and velocity. Velocity is the difference 
between the current and previous positions. Particle remembers 
its best personal position in the history of the search, while 
swarm remembers best global position. The basic idea of the 
PSO algorithm is that the particles move guided by the 
personal and global best position through search space, while 
calculating a new value of velocity in each iteration. A new 
position of the particle is described by the following 
expressions: 

          
      kxkgkrgcg

kxkpkrpcpkvwkv



1
             (10) 

     11  kvkxkx              (11) 

The parameters w, cp and cg represent inertial, cognitive 
and social component. Their value is changed in order to 
improve performance which led to different modifications of 
the PSO algorithm [16] - [18]. In this analysis the Generalized 
PSO (GPSO) was used [18]. GPSO is inspired by linear control 
theory. The authors have identified particles swarm with 
dynamical system of second order with two inputs and one 
output and then analyzed its stability. The input represented by 
personal and global position of the particle, and the output of 
system is the current position of the particle. 

 

IV. SIMULATION RESULTS 

As described in Section II the electrical losses PL are 
controllable by current vector control. If the electrical losses 
can be driven to a minimum value by the optimal current 
vector control, the efficiency becomes maximum. So, optimal 
problem is to find value of current components that 
minimalizes the loss. 

Fig. 3 shows a block diagram of optimal model-based 
method for wide range speed control of IPMSM. Rotor speed 
and position are estimated or measured using a rotary encoder. 
Speed regulator output is the torque required for the requested 
speed. Based on the current speed and required torque, the 
model-based loss optimization block (PSO) generates the 
optimal reference currents that are further routed to an current 
regulated voltage source inverter (CRVSI). 

Fig. 4 and 5 show the sum of controllable losses dependent 
on iod current for a given speed and multiple various load 
torques. The diagram displays the existence of such iod currents 
that will produce optimal controllable losses. As there is no 
analytical solution of equating the derivates of (9) to zero,  a 
PSO is used to generate currents that will result in minimal 
losses. 
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Figure 3.  PSO based energy efficient IPMSM drive 

 
Figure 4.  Electrical losses as function of iod and T at 7000rpm 

 

Figure 5.  Electrical losses as function of iod and T at 14000rpm 

Optimal values of current for wide speed and torque range 
(speed: 0 - 14000rpm, with step 100rpm; torque: 0 - 1.5Nm, 
with step 0.1Nm) are found by using GPSO modification [18] 
of the typical PSO algorithm. One algorithm running find 
optimal current value for fixed speed and torque, and (9) is 
used as fitness (criteria) function of optimization algorithm. 
Number of iteration used in optimization process was 40 and 
number of the particles in populations was 25. Initial 
populations are random numbers on the interval (-10, 0). 
Algorithm is evaluated 2256 times, and the number of 
calculated optimal current values are the same. The flowchart 
of algorithm is shown in Fig 6. 
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Initialization of PSO:
-number of iteration 40
-number of particles 25

-initialization initial population with 
random number between [-10, 0]

-define fitness function
[PL] = Fitness(iod,n,T)

Run PSO algorithm with GPSO 
scheme of parameters 

Save the optimal iod value

T=T+0.1

T≤1.5

n = n+100

End

T=0

Initialization: n=0; T=0;

Start

Yes

n≤14000

No

No

 

Figure 6.  Optimal iod for wide speed and load range 

Calculated results presented optimal d-axis current 
component value for wide speed and torque and there are 
shown in Fig. 7. 

 

Figure 7.  Optimal iod for wide speed and load range 

Fig. 8 shows electrical losses as a function of load at given 
speed for the two control types: the standard, iod = 0 (blue, 

dashed), and the PSO algorithm (red, solid). The decreased 
controllable losses of the new algorithm can be noted. The 
existence of the negative d axis current causes a reduction in 
motor flux, and, thus, the iron losses. As such losses are 
exacerbated by high speeds, the PSO algorithm yields greater 
benefits in high speed operation. 

 

Figure 8.  Electrical losses for wide load range at a) 7000 rpm, b) 14000 rpm 

TABLE I.  MOTOR PARAMETERS 

Parametrs 
IPMSM 

Value Unit 

P 1 kW 

�m 0.080074 Wb 
Ld 20.33 mH 
Lq 30.54 mH 
Rs 3.575 Ω 
p 4 - 

 

Fig. 9 shows copper and iron losses ratio as a function of 
load for two different speed, 7000rpm (red, solid) and 
14000rpm (blue, dashed). The PSO algorithm (Fig.9b) 
providing higher copper losses and lower iron losses, compared 
with standard iod algorithm (Fig. 9a), but total losses are lower 
at the end. 

 

Figure 9.  PCu/PFe ratio for wide load range at 7000 rpm and 14000 rpm: a) 
standard iod = 0 algorithm, b) PSO algorithm 
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Fig. 10 shows electrical losses as a function load and speed 
for the iod = 0 algorithm. Fig. 11 shows electrical losses as a 
function load and speed for the PSO algorithm. With increasing 
the speed at given load losses are increased as expected, but 
unlike the iod = 0 control these electrical losses are optimal. 

 

Figure 10.  Electrical losses for wide speed and load range with iod=0  

 

Figure 11.  Optimal electrical losses for wide speed and load range 

V. CONCLUSION 

The paper proves that controllable electrical losses of 
IPMSM can be minimized by the optimal control of current 
vector angle. In particular, the proposed particle swarm 
optimization drastically minimizes controllable electrical 
losses. The lookup table is generated offline and can be easily 
implemented in existing IPMSM control algorithm. This 
method can be further improved by including dq-axis 
inductance dependences on current magnitudes during the 
lookup table creation. Generated lookup table can be 
implemented in the DSP-based digital control system with the 
enough memory space. 
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Abstract—System approach for analysis of Luenberger observer 
for vector-controlled induction motor drives without shaft sensor 
is presented in this paper. Important aspects of control algorithm 
for induction motor system were described in detail. Realization 
of control algorithm based on Luenberger observer calculation 
mehod for estimation of unknown induction motor states is 
performed within appropriate digital signal controller (DSC). 
Verification is given through simulation and experimental results 
of vector–controlled induction motor sensorless drive. 

Keywords-vector control; Luenberger observer, induction motor 

NOMENCLATURE 

us – stator voltage vector 
is – stator current vector  
ψr – rotor flux vector 
Rs – stator phase resistance 
Rr – rotor phase resistance 
Lm – mutual inductance 
Lr – rotor self inductance 
Tr – rotor circuit time constant 
Lσ – equivalent stator circuit leakage inductance 
ωr [rpm] – actual rotor angular speed 
Te – electromagnetic torque 
Tm – load torque 
Jm – motor inertia coefficient 
P – number of motor pole pairs 

I. INTRODUCTION 

Various methods based on sensorless vector control (VU) 
of induction motor (IM) drives have been studied and proposed 
over past few decades, [1−6]. One of the very versatile 
techniques based on observer characteristic, [3−6], are in 
advantage to open-loop techniques, [1] and [2], because of 
feedback control law inherited within observation phenomena. 

Digital signal controller (DSC) based IM vector–controlled 
drives without shaft sensor in very first period of their 
exploitation were exclusively used for low performance drive 
applications. Specified algorithms for estimation of unknown 
machine states are demanded in the case of VU sensorless 
drives and such algorithms could only be implemented in high-
speed DSC platforms. Concept of VU for performance 
improvements of these drives also requires the use of power 
electronic devices with high frequency switching capabilities. 
Stability and robustness of vector−controlled sensorless drives 
are crucial attributes for quality drive operation. For the 
fulfillment of these conditions the use of quality and often 
expensive micro– and power–electronic devices is imposing as 
inevitable fact. 

Today, with the grown–up trend of development and price 
reduction in area of electronics goes the increase in the use of 
sensorless VU drives. More complex and sophisticated control 
algorithms can be transferred to DSC and high performance 
characteristics of IM drives can be achieved. This enables the 
utilization of these drives in high performance drive 
applications. Lack of shaft sensor leads to decrease in cost and 
the increase in reliability and security of considered drives. 
Complicated installation of optical incremental encoder or 
resolver cables and connectors magnifies the risks of various 
faults. Besides, mounting of a shaft sensor is not applicable in 
many areas of practical usage, [9]. 

Global needs for power efficiency often impose the 
utilization of specified algorithms within control unit for better 
evaluation of IM states. One of the most common used 
algorithms for estimation and improvement in control 
performance of IM drive is based on mathematical model of 
IM called Luenberger observer (LO). In this paper, evaluation 
of LO based sensorless method for IM, theoretical introduction 
in system observability as well as the construction method for 
appropriate LO and DSC realization are considered. Validation 
is given through simulation and experimental results at various 
operational conditions. 

II. INTRODUCTION TO OBSERVERS 

The availability of entire state vector is essential for 
performance improvement of general system S governed by 

�̇(�) = ��(�) + ��(�).               (1) 

Optimal control law implementation in form of 

�(�) = �(�(�), �),               (2) 

can be constructed for relevant system S if its entire state vector 
is known e.g. through measurement. In practice this differs for 
the most of complex systems where some items within state 
vector remain unknown because of measurement disability 
nature of corresponded items. In that case, one of the most 
common approach for construction of control law deduced in 
form of (2) includes the estimation of unknown part of state 
vector in the manner of system observability phenomena. 

System observability characteristic involves the fact of 
linear tracking the state vector of supervised system S1 via state 
vector of second system S2 which is, in the most cases, driven 
by available outputs of system S1. Such driven system is called 
the observer to S1 system. As a result, unknown part of the S1 
state vector can be derived for control law implementation or 
other sensorless control methods within general system. 

This research was funded by the Ministry of Education, Science and 
Technological Develop. of Republic of Serbia under contract No. III 042004. 
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Here, free observation system theorem will be introduced 
for better understanding of a system observability 
characteristic. Further theoretical analysis will be restricted to 
linear time–invariant systems without of loss in generality. 

Theorem 1: Let S1 be a free system, �̇(�) = ��(�), which 
drives S2 �̇(�) = ��(�) + ��(�) . Suppose there is a 
transformation �  which satisfy �� − �� = � . If �(0) =
��(0), then �(�) = ��(�) for all � ≥ 0. Or more generally, 

�̇(�) = ��(�) + ���[�(0) − ��(0)].               (3) 

Proof: We may write immediately 

�̇(�) − ��̇(�) = ��(�) + ��(�) − ���(�).               (4) 

Substituting �� − �� = � this becomes 

�̇(�) − ��̇(�) = �[�(�) − ��(�)]               (5) 

which has (3) as a solution, [7]. 

One of the most convenient observer is one where 
transformation matrix � is the identity matrix � (� = �). This 
observer is called the identity observer because state vector of 
free system �(�)  is identically related to the observer state 
vector �(�) as shown in the form 

�(�) = �(�).              (6) 

As a result, those systems have same dynamic order. Thus, 
specification of the observer rest on the specification of matrix 
�. Again, if we consider observer system S2 in altered form 
deduced as 

�̇(�) = ��(�) + ��(�),               (7) 

where �(�) is available (often through measurement) part of 
system state vector �(�) 

�(�) = ��(�),               (8) 

with constant matrix � , under the assumption of identity 
transformation employment within observation system, the 
same observation system can be written in form of 

�̇(�) = (� − ��)�(�) + ��(�).               (9) 

Any matrix �  leads to the observer system but the 
estimation dynamic of observer depends on the selection of 
matrix �  coefficients. For stable observation of unknown 
system state, eigen–values of observer system matrix (poles of 
observer) are often allocated to be proportionally negative 
semi–definite according to roots of free system. Convergence 
dynamic within observation of a free system state vector is 
upgraded and as a result, state vector of system is available for 
the purposes of e.g. control improvements in a form of optimal 
control law (2), [7]. 

III. MATHEMATICAL MODELS OF INDUCTION MOTOR AND 

LUNEBERGER OBSERVER 

LO belongs into category of deterministic observers 
because it is based on mathematical model of considered 
system. Base goal in this section is to describe the construction 
of LO for unknown states and rotor speed observation of IM in 
a purpose of performance improvements of IM sensorless 
drive. 

A. Mathematical model of induction motor 

Mathematical model of IM in stationary reference �� 
frame with stator current and rotor flux vectors as IM state 
vector is suitable for VU concept development. It is presented 
in extended matrix form as 

�
�̇�̇
��
̇
� = �

−(�� +
����

�

��
� )/�� −�

��

����
� (−1/�� + ���)

��/�� (−1/�� + ���)
� �
��
��

� +
�

��
�
��

�
�.   (10) 

which has a simplified form in state space as presented in (1), 
[8]. 

Stator current vector is also a measurable vector and as a 
part of IM state vector it can be written in shortened matrix 
form as 

��(�) = ��(�),              (11) 

where � = [� �] is 2�4 dimension constant matrix. 

Electromagnetic torque of IM in a form of vector equation 
is considered by 

�� =
�

�
�

��

��
(�� × ��).              (12) 

Complete mathematical model of IM is enclosed by adding 
the mechanical system differential equation which describes 
mechanical phenomena in IM. This is governed by 

�� − �� = ��
�

��
��, [8].              (13) 

B. Mathematical model of Luenberger observer 

According to the IM model attributes, complete model of 
LO for IM state observation in shortened matrix form is given 
as 

��̇(�) = ����(�) + ��(�) + �(�̇��−��),               (14) 

where variables with ^ represents observed variables from LO 
and matrices ��  and � represents LO system and LO control 
matrices with 4�4  and 4�2  dimension rate, respectively. It 
should be advised that, in general, those matrices do not have 
to fit in original to corresponding IM system matrices. 

It is shown in section II that the construction of LO 
observer when the system model is known rest on definition of 
matrix � , so called feedback action matrix. This matrix is 
multiplied with the stator current error vector and in summary, 
this has affect in the decrease in estimation error due to the 
mismatch in rotor speed or parameters values within IM and 
LO models. It is given in a form of 

� = �
��� + ���
��� + ���

� , � = �
1 0
0 1

�, � = �
0 −1
1 0

�,              (15) 

where ��, ��, �� and �� are coefficients of matrix �. 

In practice, the most common approach for designing the 
observer is to place the eigen–values of LO system matrix �� 
in proportional negative semi–definite correlation due to the 
roots of IM system matrix � where IM is a stable system for 
itself. In [5] it is proven that gain selection of matrix � which 
constitutes the observer system matrix has an influence on 
convergence dynamic of IM states. For stable and more robust 
estimation, matrix gains are chosen in a way of 
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�� = �� ,              (16) 

where � is coefficient of proportionality of IM and LO system 
poles. 

Due to the previous, matrix � gains are derived as 

�� = −(� − 1)(� + 1/��)               (17) 

�� = (� − 1)���               (18) 

�� = −(�� − 1)(�/� + �) + 1/�(� − 1)(� + 1/��)       (19) 

�� = −1/� ∙ (� − 1)���               (20) 

where � = (�� + ��
� /(����))/�� , � = ��/(����) and 

� = ��/��, [5]. 

Classical version of LO for IM drive assumes that the rotor 
speed is a variable parameter. In the essence of sensorless IM 
drives lies the Lyapunov function candidate governed by 

�(�) = ��� +
(������)

�

�
,               (21) 

where � represent error estimation vector and �  is a positive 
constant, [5]. 

If LO system matrix eigen–values are negative semi–
definite the proposed estimation algorithm will be 
asymptotically stable. Based on the equalization of first 
derivative of this criterion function with zero 

��(�)

��
= ��[(� + ��)� + (� + ��)]� − ���∆��� − ��∆��� +

  
�∆�

�

����

��
= 0,               (22) 

proposed speed observation is maintained when the sum of 
second, third and fourth term of the right side of (22) equals to 
zero. 

Solution of previous determines the adaptive mechanism 
for rotor speed estimation governed by 

��� = ∫
�

�
(�������� − ��������)��               (23) 

where � = ����/��, [5]. 

Thus, IM system is linearized and for better dynamic 
response of observed rotor speed, proportional term is added so 
block diagram of adaptive mechanism for evaluation of rotor 
speed has ultimate form presented in Fig. 1. 

 
 

Figure 1.  Adaptive mechanism for rotor speed estimation of IM 

Finally, block diagram of complete LO for observation of 
unknown states of IM and estimation of rotor speed is 
represented in Fig. 2. 

 

Figure 2.  Block diagram of proposed LO for observation of unknown IM 
states and rotor speed 

IV. DSP IMPLEMENTATION OF LUENBERGER OBSERVER FOR 

INDUCTION MOTOR 

VU concept of IM control and various complicated 
algorithms for estimation and observation within IM drives 
requires exclusively DSC–based systems for quality control 
implementation. Those systems implement the algorithm law in 
discrete–time sequences. Due to that, it is of crucial importance 
to discretize the continuous model (14) in the meaning of 
magnitude and time discretization methodology. Also, 
real time applications requires execution of control law in 
limited–time sequences so model normalization is required for 
the purposes of utilization of fixed–point calculation method 
that saves, in the most occasions critical, CPU time. 

First step for DSC realization of LO algorithm involves the 
method for normalization of state and control variables of IM. 
In case of a DSC implemented control of IM it is the most 
common practice to choose base state values to have maximum 
values which can appear in operation mode of IM drive. 
Motive for this comes from the fact that the problem of DSC 
registers saturation is then overcame. 

Next step involves time discretization where the most 
common approach is based on approximation method which 
implies the substitution of complex � variable with complex � 
variable of relevant system represented in complex plane. For 
simplicity, it is often used Forward Euler approximation of 
complex � variable with � variable in the form of 

� → (� − 1)/�               (24) 

where �  represents sample period which matches the PWM 
rate period. In the case of simulation and experiments of 
considered drive described in the next section, value of sample 
period correspond to the PWM frequency of 8 ���. Therefore 

� = ���� = 125 ��.               (25) 

Third and final step of adapting the model (14) for DSC 
realization is based on magnitude discretization problem. 
Analog–to–Digital DSC unit automatically converts analog 
signal to digital. 
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Applying these three steps into LO continuous model (14) 
in complex plane (time derivation of state vector is substituted 
with complex variable s), discrete equations are obtained like: 

��
∗(��) = ������

∗(�� − �) + (���� − �������
∗)��

∗(�� − �) +
����

∗(�� − �) + �(��
∗ + ���

∗)(��
∗�(�� − �) − ��

∗(�� − �)) (26) 

��
∗(��) = [���� + �������

∗]��
∗(�� − �) + ������

∗(�� − �) +
�(��

∗ + ���
∗)(��

∗�(�� − �) − ��
∗(�� − �))               (27) 

where ���� = 1 − ��� �
��

��
+

��
�

��
�

��

��
� , ���� = ���

��

��

��

��

�

��
, 

���� = ����
��

��

�

��
, ���� = �����

��

��
, and ���� = 1 − ���

��

��
. 

For calculation of (26) and (27) it is necessary to determine 
the values of motor parameters. One of the basic ways for 
extracting the parameter values from IM is through IM 
experiment at no–load and short–circuit state, [2]. 

In Table I parameter values of used IM are shown. 

TABLE I.  IM PARAMETER VALUES 

RS [Ω] Rr [Ω] Ls [H] Lr [H] Lm [H] 

3.26 1.05 0.078 0.078 0.074 

V. SYSTEM CONFIGURATION 

Whirlpool three–phase IM (Maytag Whirlpool Factory 
Washer Motor W10171902 J58GTC–1132) is controlled via 
DSC MC56F8245 of FreeScale manufacturer which generates 
pulses with variable filling factor (PWM–pulse width 
modulated) to “GATE DRIVER” block that drives inverter. 
Vector control algorithm is implemented in DSC module. 
Measured variables are stator current from shunt in inverter DC 
circuitry and rotor shaft speed from tacho generator. In case of 
LO, reconstructed stator currents are used for feedback action 
and utilized in adaptive mechanism for estimation of rotor 
speed. In that case, measured rotor speed serves only for 
system monitoring purposes. Interface between the user and 
drive system is, in the manner of programmability and control 
management sense, implemented through serial link. Fig. 3 
represents simplified block diagram of digital VU IM 
sensorless drive. 

 

Figure 3.  Simplified block diagram of IM drive 

VI. SIMULATION AND EXPERIMENT 

A. Simulation analysis of induction motor drive 

Simulation analysis of LO algorithm performance within 
considered drive from Fig. 3. were implemented in 
Simulink tool of MATLAB software. Estimation results within 
basic observer modes such as open–loop and closed–loop 
modes were presented as well as the influence in discrete 
calculation methodology. Simulation analysis were performed 
at no–load condition of considered IM. 

Observation responses of IM and continuous LO states in 
open–loop mode (pure rotor flux observer where rotor speed is 
measured and used from sensor) are presented in Figs. 4 and 5 
at rotor speed references of 500 ��� and 2500 ���. 

From Figs. 4 and 5 it is noticeable the match of 
corresponding ��  components of IM and LO states. From 
subplots in Figs. 4 and 5, blue– (correspond to ���

∗  from upper 
and ���

∗  from lower subplot) and green– (correspond to ���
∗  

from upper and ���
∗  from lower subplot) colored graph 

components coincide the corresponding red– (correspond to ���  
from upper and ���  from lower subplot) and yellow– 
(correspond to ���  from upper and ���  from lower subplot) 
dotted graph components. States with * represents observed 
states from LO. 

 

Figure 4.  Current (upper subplot) and flux (lower subplot) responses of IM 
and continuous open–loop LO in �� frame, speed reference 500 ��� 

 

Figure 5.  Current (upper subplot) and flux (lower subplot) responses of IM 
and continuous open–loop LO in �� frame, speed reference 2500 ��� 

Observation responses of IM and discrete LO states in 
open–loop mode (rotor flux and speed observer where rotor 
speed is evaluated from adaptive mechanism, Fig. 1) are shown 
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in Figs. 6 and 7 at rotor speed references of 500 ���  and 
2500 ���, respectively. 

 

Figure 6.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete open–loop LO in �� frame, speed reference 500 ��� 

Comparison of responses from Figs. 6 and 7 to the 
responses from Figs. 4 and 5 at identical simulation conditions 
shows bad influence of discrete calculation approximation 
method based on (24) to the observation of IM states. Proper 
magnitude as well as the phase loss of LO states particularly 
noticeable at higher speed reference values are repercussions 
from discrete equation utilization (26)–(27) within LO 
algorithm. 

 

Figure 7.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete open–loop LO in �� frame, speed reference 2500 ��� 

Responses of discrete LO states at closed–loop mode are 
similar to those at open–loop mode. 

One of the solution for fixing the problem of magnitude and 
phase loss of LO state includes the use of feedback action 
within LO via stator current vector error. 

Feedback action within LO inquires the use of non–zero 
gains of feedback action matrix G. If coefficient � from (16) is 
set on the value which differs from one than feedback is 
included in LO algorithm. It is often convenient to select this 
value to be greater than one mainly because the observation 
response converges faster to the stationary state of observation 
system. 

Figs. 8 and 9 represents the observation responses of IM 
and discrete LO states in open– and closed–loop modes of LO 
algorithm with implemented feedback action at rotor speed 
reference of 2500 ���, respectively. 

 

Figure 8.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete open–loop LO in �� frame with implemented feedback action 

� = 3, speed reference 2500 ��� 

It is obvious from previous Fig. that the implementation of 
feedback within LO algorithm greatly reduces the magnitude 
and phase error between IM and observed LO states. In closed–
loop mode coefficient � from (16) is set at value smaller than 
one, � = 0.5, because of stability issue disruption problem. 

 

Figure 9.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete closed–loop LO in �� frame with implemented feedback action 

� = 0.5, speed reference 2500 ��� 

Compare to the Fig. 7, it is clear from Fig. 9 that feedback 
action decrease the estimation error of observable states due to 
IM states but, compare to the Fig. 8 this correction has much 
smaller effect. Main reason lies in fact that feedback action 
matrix gains (17)−(20) are rotor speed–dependent. Rotor speed 
signal is estimated from adaptive mechanism (23). Discrete LO 
calculation method based on LE approximation has an inherent 
problem due to the appearance of observation error. Such 
erroneous states are utilized in adaptive mechanism and the 
aftermath is the inaccuracy of estimated speed signal (see 
Fig. 10.) and error accumulation problem in observation 
algorithm. Drawback of gain selection method based at 
(17)−(20) in closed–loop mode of LO is that the observer 
feedback action cannot drive the observation error to zero 
which affects the dynamic performance response and also 
stability in sensorless drives especially at high speed region. 

Fig. 10 represents the rotor speed response from IM and 
adaptive mechanism implemented within LO (upper subplot) 
and also zoomed to the steady state condition (lower subplot), 
rotor speed reference value 2500 ��� . PI regulator gains 
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within adaptive mechanism were set at values �� = 30  and 
�� = 60. 

 

Figure 10.  Speed responses from IM and adaptive mechanism within LO 
(upper subplot) and zoomed to the steady state conditions (lower subplot), 

speed reference 2500 ��� 

B. Experimental analysis of induction motor drive 

Validation of examined simulation results is given through 
appropriate experimental tests on subscribed IM drive, section 
V. Analysis are carried at identical no–load conditions of IM 
drive like in case of simulation tests. 

 

Figure 11.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete closed–loop LO in �� frame, speed reference 2500 ��� 

 

Figure 12.  Current (upper subplot) and flux (lower subplot) responses of IM 
and discrete open–loop LO in �� frame, speed reference 2500 ��� 

Fig. 11 shows the experimental responses of stator current 
and rotor flux of IM and discrete closed–loop LO at speed 
reference 2500 ���.  It should be advised that IM flux is 
derived from MRAS estimator which is also performed in 

specified software for control management of considered drive. 
States with * represents observed states from LO. All variables 
from Fig. 11 are in relative domain and represented as fixed–
point variables like in DSP registers. 

The similar behavior at identical operating conditions is 
obvious from Figs. 7 and 11. The same statement valid at open 
loop mode of LO with feedback action � = 3. Fig. 12 confirms 
that conclusion. 

Feedback action in closed–loop mode was not implemented 
because of critical stability issue of considered system. 

VII. CONCLUSION 

Performance evaluation of LO based sensorless method for 
IM is introduced in this paper. It is shown that discrete 
calculation method based on (24) and performed within LO 
algorithm has dominant effect on the accuracy of IM state and 
rotor speed observation. Drawback of the LO model 
approximate implementation algorithm (26)–(27) is the 
occurrence of degradation in both magnitude and phase of LO 
states to the IM states with greater effect at high speed region. 
Proposed method which includes the use of feedback law 
within LO is proven to be suitable in open–loop mode 
Therefore, LO can be used as robust flux observer for IM drive 
performance improvements because it cancels bad effect of 
loss in magnitude and phase of observed LO states due to the 
IM states. In closed–loop mode where rotor speed is estimated 
in addition to the observed states, it is proven that feedback 
action did not cancel this effect. Actually small improvements 
in observation are conducted in that case and that is the main 
reason why this construction of LO is not suitable for appliance 
in high performance IM drives at wide speed range. Finally, the 
significant similarity is shown between simulation and 
experiment tests of considered IM drive. 
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Abstract – Accurate determination of interior permanent magnet 
synchronous machine’s (IPMSM) inductances is very important 
issue, especially in areas of high-performance drives and systems. 
This paper presents the method for calculation of the direct and 
quadrature inductances of permanent magnet synchronous 
machine using finite element analysis (FEA), where the 
calculation of these parameters is based on the determination of 
flux linkages. Two types of IPMSMs are investigated, with 
tangentially and radially magnetized permanent magnets. The 
results of the calculated inductances are presented by diagrams 
and they are discussed and compared with those obtained by 
measurements.  
Keywords – Finite element analysis, direct and quadrature axis 
inductances, magnetic flux density, interior  permanent magnet 
synchronous machine 

NOMENCLATURE 

vd ,vq  – stator d- and q- axis voltages 
id, iq – stator d- and q- axis currents 
ia,b,c     – stator  phase currents 
Rs – stator phase resistance 
�m – permanent magnet flux 
Ld ,Lq – stator d- and q- axis self inductances 
�ds  – stator d-axis flux 
�qs  – stator q-axis flux 
ω – actual rotor angular speed 
mel – electromagnetic torque 
mm – load torque 
J – motor inertia 
p – number of pole pairs 
� – saliency ratio (Lq/Ld) 
Js – current density vector 
Az – z component of the magnetic vector potential 
µ – permeability of material 
 

I.  INTRODUCTION 

The interior permanent magnet synchronous motors (IPMSM) 
have many advantages, such as high power density and 
possibility for speed regulation in wide range of speeds [1], 
[7], [9]. IPMSMs are widely used in high-performance drives 
such as industrial robots and high-performance machine tools 
because of their advantages on high-torque with additional 

reluctant component. In recent years, the magnetic and 
thermal capabilities of the PM have been enhanced by 
employing permanent magnets with high coercitivity [1]. 
IPMSMs are used in more and more applications because of 
their small volume, very good efficiency, lower moment of 
inertia, rotor without heat problem, etc. [2]. Because of 
demands of high-performance drives it is very important to 
calculate as accurate as possible the values of the parameters 
of the IPMSM. Of the most important significance are the 
direct- and the quadrature- axis inductances, as they are 
determining corresponding synchronous reactances [3]. Also, 
they are the most important parameters when steady state and 
dynamic models of IPMSM are developed [4]. Unlike surface 
PM motors, which have the same value of inductance in direct  
and quadrature axes and where all the torque is produced by 
the magnet flux, interior permanent magnet motors have 
different direct and quadrature inductances which results in an 
additional torque component called reluctance torque [5]. The 
conventional methods of testing for determination of 
synchronous machine parameters are often inappropriate in the 
case of permanent magnet machines, because magnetic field 
produced by the permanent magnets cannot be canceled 
during measurements, and its field affects the total level of 
saturation of iron during experiments. On the other hand, finite 
element method provides great opportunities for accurate 
numerical analysis of IPMSM, because using FEA algorithms 
allows calculations of fundamental field quantities (such as 
flux linkages and stored magnetic energy), and also the fields 
produced by PMs can be canceled easily [6]. Standard 
experiments are reconstructing parameters of the machine 
based on quantities which can be measured through electrical 
connection of the machine, without knowledge of field 
distribution inside of the machine. During the last two decades 
the finite element method proved to be the most appropriate 
numerical method in terms of modeling, flexibility and 
accuracy to solve the nonlinear Poisson’s equation governing 
the magnetic field who's concerned a principal element in 
calculation of machine parameters [6]. 
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II. EQUIVALENT CIRCUIT AND BASIC EQUATIONS  

Fig. 1 shows the d- and q-axis equivalent circuits of 
IPMSM in which magnetic losses due to variable magnetic 
field in stator core are neglected. Based on Fig. 1 the 
mathematical equations of the equivalent dq axis steady state 
model of IPMSM in the rotor reference frame are given with: 
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The electromagnetic torque of the IPMSM has two 
components: fundamental magnetic torque (which is 
proportional to the product of the magnet flux and q-axis stator 
current), and the reluctance torque (which is dependent on the 
saliency ratio and to the product of dq-axis stator current 
components). It is essential to determine IPMSM inductances 
to predict reluctance torque as an additional torque component.  
Based on Fig.1 torque can be expressed as:  

( )( )qddqm iiLipT ρ−+Ψ= 1
2
3

           (2) 

 

Figure 1.  d- and q-axis equivalent circuits of IPMSM a) d-axis equivalent 
circuit, b) q-axis equivalent circuit 

 

III.  FINITE ELEMENT ANALYSIS OF IPMSM 

 The finite element analysis is used in many areas of 
technical sciences, such as magnetics, electrostatic problems, 
heat transfer, fluid dynamics etc. All FEA algorithms are 
based on solution of field equations over domain of interest 
using division of that domain with small segments of simple 
geometric shapes, called finite elements (in 2-D FEA the most 
common are triangular shapes), in order to reconstruct the 
field of the entire domain.  Values of field variables inside any 
of the elements are represented using 2-D interpolation 
functions [6]. These functions are defined on each element 
using the values of the calculated variable in each node. 

Knowing the value of variable of interest in every node of the 
region, combined with the usage of interpolation functions 
allows complete definition of the behavior of the variable field 
on each element. The precision of the method depends not 
only on the dimensions of elements and their number but also 
on the type of the interpolation function. As for the numerical 
method, the FEA algorithm converges to the exact solution 
provided to increase the number of subdivisions of the 
solution domain and to ensure continuity of the interpolation 
function of its first derivatives along the borders of adjacent 
elements [6]. FEA algorithms used in the problems of 
electrical machines analysis are based on the evaluation of the 
magnetic vector potential A. As already mentioned, 2-D FEA 
algorithm will be used in this research, and the starting 
equation for FEA is given by: 
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Equation (3) is used for magneto-static solutions, so there 
is no time varying of currents or motion of rotor. 

Adequate usage of FEA algorithms demands definition of 
proper boundary conditions, which determine how lines of 
magnetic potential vector pass through areas that separate 
regions with different magnetic properties. Analyzed machines 
have small area of 2-D cross-section (please see Table 1 for 
machine’s dimensions), so only one boundary condition needs 
to be defined for this type of FEA, so-called Dirichlet 
boundary condition, and the most common use of it is to 
define Az=0 along outer stator surface. This means that with 
this boundary condition we force the magnetic field to stay 
inside boundary defined by stator outer diameter. For larger 
geometries it is useful to define additional boundary 
conditions which allow usage of only one slice of machine’s 
geometry, and the width of that slice is defined by pole width, 
which means that for large machines with large number of 
pole pairs these boundary conditions can speed-up the 
simulations considerably [6]. 

FEA algorithm solves equation (3) for every node of the 
mesh created by division of region of interest with finite 
elements using some of well-known numerical algorithms, 
such as Newton-Raphson’s, for instance. After finding values 
of Az in all nodes of meshed region, calculating flux linkages 
of specific phase windings can be done easily. The flux 
linkage ijΨ  of the j-th winding when the i-th winding is 

supplied with current can be expressed by [7]: 
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where Nj is the number of turns of  j-th winding, jl  is the 

length of the stator core and Sj is the cross-section of the coil 
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region. +Ω j  and −Ω j represent the positive and negative trace 

of the winding in (x,y) plane. The flux vector in d-q domain 
can be formed as follows: 

)(
3
2 2

cbaqsds aaj Ψ+Ψ+Ψ=Ψ+Ψ=Ψ  (5)  
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cbqs Ψ−Ψ=Ψ  (7)  

IV.  INDUCTANCE CALCULATION 

Accurate inductance calculation of PMSM is a relevant 
topic, since the inductances determine large part of the 
electrical machine behavior [1]. The inductances estimation in 
the d-q axis is crucial not only for determination of the torque 
and flux weakening capability but also for designing control 
systems in order to optimize the efficiency, power factor, etc. 
[3]. In this paper two types of IPMSM geometries will be 
analyzed. Both types have identical stator (three-phase four-
pole concentrated winding), and the rotors are chosen in such a 
way to represent two most significant types of PM orientation 
used in IPMSMs. First type, here called IPMSM-T (Figure 2a) 
is with tangentially magnetized PMs, and the second one, here 
called IPMSM-R (Figure 2b) is with radially magnetized PMs. 
Figure 3 and 4 respectively show PMs air-gap flux distribution 
for the two mentioned types of motors. It is well known that in 
the type IPMSM-R quadrature inductance Lq is greater than 
direct inductance Ld, because there is more iron along q axis 
(Figure 2b). However, such conclusion is not so 
straightforward for the type IPMSM-T, because PMs flux path 
is between two neighboring magnets, which means through 
iron (which increases the inductance), but the flux path is much 
longer (which decreases the inductances).  

The first FEA simulation will be used to calculate Ld. The 
magnet flux is turned off by setting the magnet remanence Br 
to zero. The current vector must be aligned with the d axis. 
Variation of inductance as a function of current amplitude is of 
interest, so series of magneto-static simulations with different 
levels of current excitation will be conducted in order to obtain 
these relationships. For example, if the magnitude of stator 
current is chosen to be 1A, then to align the current axis with 
phase a axis the instantaneous phase currents have to be 
defined as: 

Aia 1= , A
i

ii a
cb 5.0

2
=−==   (8) 

The d and q components of the current vector are then defined 
as: 

Aid 1= , Aiq 0=  (9)  

Figures 5 and 7 respectively show the field solution for this 
case, for both types of IPMSM. The flux linkages of phases a, 
b and c are then calculated using equation (4). The flux vector 
is constructed and it’s direct and quadrature components are 
calculated using expressions (6) and (7). It is important to state 

that the 2-D FEA simulation neglects the leakage flux in the 
end region, because it cannot be included without usage of 3-D 
FEA algorithm [8], [9]. Analyzed machines have concentrated 
winding, which means that they have very short end 
connections, especially in comparison with distributed 
windings. Because of that, one may expect very small end turn 
leakage inductances. However, their influence can be included 
by adding some analytical expressions [7] on calculated 
inductances, or by comparing the 2-D FEA results with 
measurements, because measured inductances include those 
effects. In this paper end connections leakage inductances have 
been neglected.    

The inductances Lq are calculated in a similar manner, only 
this time the current vector needs to be aligned with the q axis. 
The phase currents are then given as: 

Aia 0= , Aii cb 2
3=−=   (10) 

The d and q components of the current vector are then defined 
as: 

Aid 0= , Aiq 1=  (11)  

Figures 6 and 8 show the field solution for this case, for both 
types of IPMSM. After calculating the flux components, the 
inductances for one turn per coil are given by: 
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Figure 2.  Two types of IPMSM: a) IPMSM with tangentially magnetized 
PMs (IPMSM-T), b) IPMSM with radially magnetized PMs (IPMSM-R) 
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Figure 3.  Flux distribution of permanent magnets in air gap of IPMSM-T 

0 60 120 180
-1

-0.5

0

0.5

1

angle [deg]

B
[T

]

 

Figure 4.  Flux distribution of  permanent magnets in air gap of IPMSM-R 

 

Figure 5.  Distribution of flux lines in IPMSM-T when there is only d axis 
current in stator windings 

 

Figure 6.  Distribution of flux lines in IPMSM-T when there is only q axis 
current in stator windings 

 

Figure 7.  Distribution of flux lines in IPMSM-R when there is only d axis 
current in stator windings 

 

Figure 8.  Distribution of flux lines in IPMSM-R when there is only q axis 
current in stator windings 

V. RESULTS OF INDUCTANCE CALCULATIONS 

Rated parameters for IPMSM-T machine are given in 
Table 1, and IPMSM-R machine was generated for the sake of 
comparison with IPMSM-T configuration. As mentioned 
above, both machines have the same stator. Results of 
calculations described in previous chapter are shown in 
Figures 9 (for inductance Ld) and 10 (for inductance Lq). It is 
interesting to notice that for both types of IPMSMs quadrature 
inductance Lq is approximately 50% greater than direct 
inductance Ld, and that inductance Ld is more influenced by 
saturation. Results are showing good match with experimental 
results (existent only for type IPMSM-T), but there are some 
difference between simulations and experiments (both Ld and 
Lq calculated with FEA are approx. 10% larger from those 
obtained with experiments). This can be explained by the fact 
that PMs cannot be excluded from experiments without 
destroying the rotor, and their field is added on time-varying 
field produced by excitation during experiments, which has 
influence on saturation level during measurement. Also, for 
the purpose of FEA simulations authors did not have precise 
data for steel used for stator stack (relative permeability as a 
function of field strength).  
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Figure 9.  Results of FEA simulations and measurements for direct axis 
inductance Ld 
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Figure 10.  Results of FEA simulations and measurments for quadrature axis 
inductance Lq 

TABLE I.   IPMSM-T NAMEPLATE DATA 

IPMSM-T rated data Values 

Number of stator slots 12 

Number of poles 8 

Stator core outside dimension [mm] 102 

Stator core stack thikness [mm] 42 

Stator core inside diameter [mm] 60.6 

Air gap width [mm] 0.3 

Winding specification φ0.65×84T, Y ,Al 

Resistance (2 phase) 20°C 7.5Ω 

Direct and quadrature inductances [mH] Ld=20.8 Lq=30.1 

Rated speed [rpm] 500 

Rated torque [Nm] 1.00 

VI.  CONCLUSION 

In this paper, the method for calculation of inductances for 
two types of IPMSMs was presented. The method is based on 
the FEA calculation of flux linkages. It was shown that the 
quadrature inductance Lq is greater than direct inductance Ld 

for both types of motors. Further research using FEA software 
combined with measurements may be useful for determination 
of end connection leakage inductance influence, and also to 
investigate saturation of q axis flux path because of the 
presence of permanent magnets. Results for type IPMSM-T are 
showing good match with the results from the manufacturer of 
the machine. Presented method can be useful for detail analysis 
of different constructions of IPMSM with possibility to 
separate influence of excitation from influence of permanent 
magnets field, which cannot be done easily during 
measurements. 
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Abstract—This paper demonstrates an modern approach to 

teaching motor drive control, which can be used as additional 

tool to the standard education methods or even completely self 

contained. Emulation-based virtual laboratory is proposed for 

control engineering education purpose. By using the example of 

induction machine digital control, there is shown that emulation 

experiments can give students an industrially relevant 

educational experience. Both digital controller design steps and 

suitable emulated power stages, together with experiment results 

are presented in detail.   

Keywords- Controller, Motor drive, Hardware-in-the-Loop, 

Education   

I.  INTRODUCTION  

Education in applied fields, such as control engineering, 
can take many forms ranging from highly theoretical to deeply 
vocational. Typically, theoretical books cover the “what” rather 
than the “how.” Thus, lecturers are left with considerable 
flexibility regarding practical, i.e. demonstration and 
experiment process. On the other hand, graduates put different 
emphases in their education. For example, those who go on to 
complete a higher degree will typically need a strong 
foundation in basic scientific principles, whereas those who 
choose industrial career typically need a greater emphasis on 
practical relevance.  

A well-rounded course in control engineering needs to 
combine the appropriate theoretical knowledge with a strong 
emphasis on relevance. Thus, basic theory is best presented in a 
directed fashion with the going through suitable examples. It 
means, that lecture courses need to be supported by practical 
laboratory sessions. However, this leads to a dilemma for 
educators, namely how to achieve an appropriate tradeoff 
between cost, flexibility and safety of laboratory. In that way, 
there has been substantial ongoing interest by engineering 
educators and education researchers throughout the world. A 
comprehensive review of the literature relating to hands-on, 
simulated and remote laboratories is given in [1]. Paper [2] 
refers constant pressure on universities and the emergence of 
new technologies in the creation of novel engineering systems 
in education, especially simulation and remote-access 
laboratories. Proponents of simulations assert that physical 
laboratories needlessly consume university space and funds, 
while advocates of hands-on laboratories argue that students 

should be exposed to real environments. Remote laboratories 
have appeared as a third option. Authors in [3] discuss about 
factors of a separation, both physical and psychological, 
between the students and the laboratory hardware and a 
technology-mediated interface that is used to close this 
distance.  

Practical side of education in control engineering field, 
especially electrical drive control is one of the most 
challenging tasks. Modern electrical drives require fast, 
accurate and robust control system. Powerful digital signal 
processors (DSP) offer a variety of different functions 
providing implementation of sophisticated algorithms. These 
devices have to provide high drive performance regarding 
many aspects such as accuracy, low energy consumption, 
safety, motor parameter mismatch and different motor size 
handling. Given the cost of purchasing, operating and 
maintaining motor drives, some educators question whether it 
is actually necessary to have experimental work at all. On the 
other hand, students strongly perceive the need to relate the 
theoretical content of their courses to the real world. Therefore, 
emergence of a highly flexible and safe platform for education 
is the key driver in courses comprising digitally controlled 
drives. In that sense, the real-time emulators could be very 
useful, since they offer motor drives control studying in an 
effortless manner. They provide variety of different power 
converter topologies, motor types, power levels, torque load 
profiles, etc. Considering mentioned, the ultra low latency  
Hardware-In-the-Loop  (HIL) platform  has recognized as a 
high end prototyping tool [4]-[5], which can be successfully 
utilized for motor drive control development process also [6]-
[7]. 

In this paper, main practical aspects of motor control are 
shown on the typical and comprehensive example with indirect 
field oriented control (IFOC) of induction machine drive. 
Instead of using expensive, inflexible and potentially unsafe 
real hardware, DSP interacts directly with Hardware-In-the-
Loop system. In that manner, all DSP control signals are fed to 
real-time emulating system comprising power converter and 
induction machine, while all feedback signals are returned to 
the controller. In the first part of the paper, sinusoidal and 
space vector modulation strategy for voltage generation is 
tested on a emulated three phase resistive-inductive load. 
Simplicity of the proposed system is then illustrated in the 
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paper second part in the example of IFOC induction machine 
drive. For the current and speed control loops, system step 
responses are shown for a standard parameters selection 
procedure. Verification of reference frame angle calculation in 
IFOC case is presented also.  

II. EDUCATIONAL SETUP DESCRIPTION 

Complete control algorithm is implemented on digital 
signal processor as in a real environment case, while total 
power stage is realized on a emulator. Proposed system for the 
education is shown in Fig. 1.  

 

Figure 1.  Educational setup with DSP controller and HIL  

Digital signal controller is placed in appropriate docking 
station which adjust signal levels between it and HIL device. 
For the motor control and power electronics applications a 
devoted DSP, having peripherals such as PWM, ADC, 
quadrature encoder and capture unit is chosen (TMS320F2808, 
Texas Instruments). DSP software development environment, 
Code Composer Studio is used for DSP control education 
purpose. Lego like software blocks (such as Park&IPark 
transformation, space vector PWM modulation, PI regulator, 
speed calculation, etc.), written in widely spread "C" 
programming language are used. 

Power stage of the considered scheme, comprising grid 
voltage, rectifier, inverter and motor is completely emulated in 
real time on the HIL system. HIL used in this paper is based on 
scalable, custom, ultra low latency processor design 

implemented on FPGA chip. This approach results in I/O 
latency of the order of 1µs for the typical two and three-level 
topology of PE converters. Fidelity confirmation as well as 
details about power electronics converters modeling used in 
this HIL platform is based on the work in [8]-[11]. The used 
HIL platform is flexible enough to cover not only a motor 
drive, but also a range of power electronics (PE) applications 
and in this way facilitates rapid system-prototyping. 
Furthermore, modeling environment, using a graphical user 
interface is intuitive and easy to use. Software tool-chain 
consists of the three basic elements, Fig. 2. It includes a 
schematic editor, where scheme is easily drawn from rich 
library of predefined switching models of PE elements and 
linear models of electrical machines, electrical sources, and 
passive elements. The second part is circuit compiler, which 
translates schematic in the HIL acceptable format. The third 
part is emulator control panel which controls emulation during 
runtime, e.g. its start/stop, change source values/frequencies, 
open/close contactors, etc. These tools provide a flexible 
environment for model editing, compiling and running the 
emulation. 

The aim of the described experimental setup is to guide 
students and researchers in obtaining hands on experience to 
build, develop and verify control algorithm in a highly flexible 
and safe manner. 

 

Figure 2.  HIL control center toolchain 

III. EXPERIMENTAL WORK IN A VIRTUAL LABORATORY 

In order to demonstrate effectiveness of utilized system, 
standard control for the IFOC induction machine drive, shown 
in Fig. 3, is considered here.  
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Figure 3.  Example: block diagram of indirect field oriented control of induction motor, DSP and HIL side 

IFOC is widely used control, based on transformation from 
stationary to synchronously rotating coordinates which leads to 
a simple control structure similar to that of a separately excited 
DC machine. Position of the reference frame tied to machine 
rotor flux is calculated as integral term of sum of electrical 
rotor speed and estimated slip frequency.  

There are proposed several steps that thoroughly introduce 
students to the world of digital motor control. In addition to 
being used for the education, they can be encountered in the 
industrial environment also. They are summarized in Table I. 
In the following text, the most significant details of them will 
be presented. 

TABLE I.  TEST PHASES OF THE IFOC MOTOR DRIVE CONTROL  

Software 

Module 
Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 

RAMPCTRL √ √ √ √ √ 

RAMPGEN √ √ √ √ √ 

IPARK √√ √ √ √ √ 

SVGEN √√ √ √ √ √ 

PWM √√ √ √ √ √ 

CLARKE  √√ √ √ √ 

PARK  √√ √ √ √ 

CAPTURE   √√ √ √ 

SPEED_PR   √√ √ √ 

PI (Id, Iq reg)   √√ √ √ 

CURMOD (θdq)    √√ √ 

PI (spd reg)     √√ 

Note: the symbol √ means this module is using and the √√ means this module is testing in this phase 

The first, usual step in a depicted motor drive control is 
verification of PWM modulation strategy, no matter which 
type is used. Although space vector modulation is commonly 
used comparing to sinusoidal, just for educational reason both 
will be presented here. For that purpose, block diagram of 
control code (i.e. DSP side) shown in Fig. 4. is used. Output 
voltage amplitude is set by constant VdTesting and VqTesting 
variables, while output frequency is defined by constant 
SpeedRef value, which is smoothed and transferred to ramp 
signal by software blocks RAMPCTRL and RAMPGEN, 
respecively. 

Appropriate power stage is emulated on HIL side (Fig. 5.): 
three-phase inverter, DC constant voltage source in converter 
DC-link circuit, RL load at converter output and some 
measurement elements for feedback values. In general, 
additional measurement equipment such as for line voltage 
measurement and filtering here are not necessary since this 
signals are automatically present in HIL safe and user friendly 
environment. 

 

Figure 4.  Block diagram of control code for verification of PWM 
modulation strategy (DSP) 

 

 

Figure 5.  Emulated three phase inverter with RL load (HIL) 

Expected load phase current value and load impedance can 
be calculated as in (1). 
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In a case of sine PWM modulation strategy, phase output 
voltage is calculated as in (2). 

 
2

mod dc
ind

amp
out

v
v =  (2) 

For this case, the calculated duty-cycle values for each 
phase legs and corresponding voltage reference in controller 
program are shown on the upper part of Fig. 6. On the lower 
part of this figure, motor phase voltage and currents at HIL 
output are given (modulation index 0.5, f = 50Hz).  

In a case of space vector PWM modulation strategy, we 
have better utilization of available dc link voltage comparing to 
sinusoidal strategy. The phase output voltage is calculated as in 
(3). 
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Figure 6.  Sine PWM modulator: recorded controller variables (duty-cycle 
values for each phase legs, voltage reference) and captured HIL model data: 
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three-phase currents (Ia, Ib, Ic) and phase voltage (Va) for reference 
frequency 50 Hz and modulation index 0.5 

 
3

mod dc
ind

amp
out

v
v =  (3) 

For this strategy, the calculated leg's duty-cycle values and 
corresponding alpha voltage reference in controller are shown 
on the upper part of Fig. 7. On the lower part of this figure, 
motor phase voltage and currents at HIL output are given 
(modulation index 0.5, f = 50Hz). One can note that DSP 
calculated duty-cycle values have typical waveforms which 
deviates from sinusoidal, with two humps in the area of its 
maximum and minimum values.    
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Figure 7.  Space vector PWM modulator: recorded controller variables (duty-
cycle values for each phase legs, alpha voltage reference) and captured HIL 

model data: three-phase currents (Ia, Ib, Ic) and phase voltage (Va) for 
reference frequency 50 Hz and modulation index 0.5 

Both given examples are given for schematic load 
resistance 1Ω, inductance 1mH and dc-link voltage 563V 
(230⋅√3). Therefore, there can be easily verified that inverter 
current amplitude matches theoretical results, Fig. 6. and Fig. 
7.  

After successful PWM modulation test, an open loop 
control of induction machine (Fig. 8) can be easily employed. 
For the given voltage frequency and amplitude, machine rotor 
without torque load will rotates at synchronous speed divided 
by pole pairs number.  

 

Figure 8.  Emulated power stage of motor drive (HIL) 

The next important step in motor drive control design is to 
setup current control loop. In that sense, limits and gains of 
current loop PI controllers parameter arrangement is the most 
sensitive task. In order to eliminate side effects, constant DC 
bus (therefore DC-link voltage ripple is zero), inverter zero 
dead time  and locked rotor (high potential torque load and/or 
high inertia coefficient) is easily selected in the HIL 
environment.  

According to induction motor voltage and flux equations, 
expressions for electrical part of the machine in a case of vector 
control can be obtained (4), (5). 
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After applying decoupling strategy and neglecting the last, 
slow changing term in (5), current regulation scheme is 
obtained, Fig. 9. In a case of permanent magnet synchronous 
machine, parameter Lσ has to be replaced with Ls or Lsd/Lsq 
depending on whether the magnets are surface or interior 
mounted. Similar, in a case of DC machine parameter Lσ 
should be replaced with armature inductance parameter La. 
Variables denoted with ^ sign are controller side motor 
parameters, i.e. expected ones. In the case of this HIL 
utilization, they are set to be equal with real ones, but in 
general they can be changed easily for test purposes.  

Motor current loop response according a number of 
different procedures for PI regulator parameters can be easily 
observed. Here, results of one of the most commonly used, 
Dahlin algorithm [12] is given. For the first order system 
transfer function (6), where Ti is object time constant (here Tσ) 
and τ is inverter transport delay (here TPWM), parameters are 
given in (7) and (8). 
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Figure 9.  Current regulation scheme 
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Total object gain is K = Kinv⋅(1/Rs)⋅(1/Ib), where is Kinv = 

Vdcbus/√3  for windings star connection; number of delay 
periods is N=1. Parameter λ defines system response having 
dominant time constant Td = 1/λ and here is chosen to be 5/Tω 
which means that current will achieve reference in one speed 
period loop (Tω,). For the calculated parameters, fPWM = 20kHz, 
current loop period 1/4kHz and speed period Tω ,= 5ms, direct 
axis current step response of the stalled motor is given in Fig. 
10, upper part. One can notice that referenced current is 
achieved without overshoot (aperiodic) and in a expected time 
of 5⋅Td = Tω, what is in accordance with Dahlin's algorithm. On 
the lower part of the Fig., zoomed signals of phase current 
(ripple) and input voltages captured on HIL side are presented.  

In a case of induction motor indirect field oriented control 
with dq coordinate system tied to rotor flux, the next important 
step is to test the reference frame angle calculation. For 
calculation of this angle, the fundamental thing is electrical slip 
frequency estimation, given in (9). According this equation, 
slip frequency can be easily numerically evaluated for several 
values of quadrature current isq under the same condition 
(locked rotor) for the machine with nominal flux (referenced 
nominal direct current isdn). In Fig. 11, motor phase currents 
and electrical torque for fluxed machine with stepped 
quadrature current isq is shown. In this experiment, the same 
value for both d and q stator current is chosen, resulting that 
slip frequency is equal to reciprocal of rotor time constant.. 
Frequency of currents in locked rotor case is the same as 
calculated DSP slip frequency given in (9), since rotor speed is 
zero. 
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Figure 10.  Current step response (0.75 p.u.): controller variables 
(reference/actual currents and regulator output) and captured HIL model 

data: phase current and inverter leg voltages (zoomed). 

 

Figure 11.  IFOC, dq reference frame angle calculation test (iq current step 
0.2 p.u., constant id=0.2 p.u.); captured HIL model data: phase currents and 

electrical torque. 

The last step in drive control design is test of speed control 
loop. According to block diagram in Fig. 12, parameters of 
speed PI regulator are calculated [13]. In this case, speed is 
reached without overshoot and for minimal possible time. 
Implemented PI regulator has proportional gain in local path in 
order to avoid abrupt speed variation. Since speed information 
is averaged per a loop period, measurement transfer function is 
given as in (10), while gain Km in vector drive as in (11).  
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Figure 12.   Speed regulation scheme 

Speed step response is shown in Fig. 13. This results are 
completely in accordance with theoretical expectations also.  
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Figure 13.   Speed step response (0.75 p.u.): controller variables 
(reference/actual speed and regulator output) and captured HIL model data: 

speed,  phase currents and electrical torque, respectively 

IV. CONCLUSION 

This paper discussed how to overcome gap between basic 
theory on the one hand and engineering design reality on the 
other. The paper identified one efficient solution for bringing 
students closer to reality by the use of emulation based virtual 
laboratory. This type of laboratory gives students exposure to 
the reality of industrial control system design in a structured 
and user-friendly environment. Using Hardware-in-the-Loop 
system, students are capable to learn, test and verify every 
aspect of their control procedure. Beside great flexibility, this 
proposed system presents highly safe environment. In that 
manner, it allows user to completely focus on software-based 
functionalities without any hardware concerns. 
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Abstract—In this paper description of monitoring and data 
acquisition system for environmental sensors is described. Device 
can be used as standalone device but it also can be connected to 
the PC through serial communication. Color display is used for 
local graphical presentation of sensors readings while for online 
PC analysis specialized application was developed. Application 
provides alarm occurrence log with e-mail notifications. System 
is scalable and easily can be expanded with new sensors. System 
verification was done with SHT11 measurement device and 
system worked stable and reliable. 

Keywords-data acquisition, environmental sensors, monitoring 
systems, relative humidity and temperature measurement. 

I.  INTRODUCTION 

Real time monitoring and data acquisition have important 
role in industry but also in everyday life. For example, in 
literature can be found description of systems used in pollutant 
detection [1], storing and transportation of medicinal products 
[2], clothes and books storing [3], food transportation [4] and 
greenhouses air quality monitoring [5]. 

In last few decades attention is especially focused on 
environment (air, soil and water) pollutant monitoring. These 
systems require sensing elements with high accuracy, 
selectivity and sensitivity. Data acquisition in these systems is 
also very important and systems have to be able to store data in 
long time period (in some applications even more than decade) 
for analysis and predictions what can be expected in future. 
Collecting of measurement results must be done with 
appropriate sampling time and reliable alarm system.  

Sensors developed within SENSEIVER project [6] are 
characterized and mostly tested in laboratory [7]-[12]. Sensors 
showed excellent characteristics so they can be implemented in 
the field in real time pollutant monitoring systems. That means 
that specific equipment needs to be developed for in the field 
data acquisition [13]-[20] and material characterization [21]-
[23]. 

Therefore in this paper is presented study on such data 
acquisition system with real time monitoring and online 
analysis capabilities. System presents improved design of 
systems reported earlier [18]-[24]. 

In the first version of the system [18], only local monitoring 
and offline analysis on PC were possible but that system made 

core for further upgrades. System was powered by 
rechargeable batteries with it’s own monitoring system and 
charger unit. Device had two modes for data collecting: 
continuous and manual. In continuous mode, the device 
collected data from sensor automatically with defined sampling 
time and stored it on micro SD card. In manual mode, the user 
had an option to manually choose the moment of recording the 
results. Created report of measured values with date and time 
stamp was stored in format which is compatible with MS 
Excel. Device had keypad with two navigation and two 
confirmation keys so full hand-held configuration and 
operation capabilities were possible. Connection between PC 
and device was available through serial communication 
interface: RS-232 or USB cable. Device also had alphanumeric 
LCD for displaying results and configuration in the field. 
System verification was done with SHT11 measurement 
device. 

All good features of system presented in [18] are kept and 
implemented with optimization regarding dimensions and 
power consumption in new redesigns of the system. In every 
new design additional option was implemented. For example, 
in [19] real time analysis was added with PC application 
developed in LabVIEW. System was later improved also with 
embedding a PC based web server into the microcontroller 
[20]. 

Main contribution of work presented in this paper is adding 
local real time monitoring with color display and new PC 
application developed in Microsoft Visual Studio. Microsoft 
Visual Studio was chosen because it is now free for usage even 
in systems with commercial purposes [24].  

II. DEVICE  STRUCTURE 

Proposed structure of redesigned system for monitoring and 
data acquisition of environmental sensors is presented in Fig. 1. 
Main hardware improvement is replacement of LCD display 
used before [18]-[20] with TFT color display [25] which 
allows realization of local system for real-time monitoring and 
data acquisition with graphical analysis of obtained results. 
New system also can be USB powered and has smaller 
dimensions. 
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Figure 1.  Block-scheme of proposed device 

The main part of the Control board is microcontroller AVR 
ATmega128 [26] that interfaces with user via display and 
keypad. Other peripherals on the board are micro SD card, real 
time clock DS1307 [27] and TFT color display. 

Measured values of relative humidity and temperature are 
stored on 2 GB micro SD card. FAT16 file system is used to 
allow manipulation of file with results on PC and off-line 
processing. The main advantage for using a micro SD card as 
data storage system is the ease of transferring data directly to 
other electronic devices which support the FAT format as a file 
system. 

Real time clock DS1307 is used to provide time measuring. 
Time and date values are used for presentation on display and 
for additional information for every result in report stored on 
micro SD card. 

A thin-film-transistor liquid-crystal display (TFT LCD) is a 
variant of a liquid-crystal display (LCD) that uses thin-film 
transistor (TFT) technology to improve image qualities such as 
addressability and contrast. A TFT LCD is an active-matrix 
LCD, in contrast to passive-matrix LCDs or simple, direct-
driven LCDs with a few segments. TFT LCDs are used in 
appliances including television sets, computer monitors, mobile 
phones, handheld video game systems, personal digital 
assistants, navigation systems and projectors [28]. 

Keypad with two navigation and two confirmation keys is 
connected to the Control board to ensure easy manipulation 
through menu system for configuration and measurements. 
Menu system is based on finite state machine and it can be 
accessed by external keyboard with two navigation keys (Up 
and Down) and two confirmation keys (OK and Esc). 

The Control board also has connectors for: 

- analog to digital conversion (8 inputs),  

- 8 digital general input/output pins, 

- one-wire devices interface, 

- complex impedance measurement, 

- UART interface, 

- I2C interface and  

- SPI interface. 

Connector with 8 digital input/outputs ensures that sensor 
device SHT11 [29] can be attached directly to the 
microcontroller. The sensors integrate sensor elements plus 

signal processing and provides a digital output so no additional 
calibration is needed. SHT11 is a Sensirion’s family of surface 
mountable temperature and relative humidity sensors. Relative 
humidity is measured by capacitive sensor element while band-
gap sensor is used for temperature measurement. The SHT11 
has operating range of temperature between -40 and +123.8 °C 
and range for relative humidity between 0 and 100 %RH.  

A hardware outcome of Control board with attached 
SHT11 sensor is shown in Fig. 2. 

 
Figure 2.  A prototype hardware outcome of Control board with connected 

SHT11 sensor 

Main purpose of developed system presented in the Fig. 2 
is to be used as a standalone device for real time monitoring 
and graphical presentation of obtained results in the field. But 
USB power supply option can also be used to provide real time 
connection of the board with PC and more detailed analysis of 
obtained results. For example, as was reported earlier in [25], 
LabVIEW can be used for PC data acquisition. In this work PC 
application was developed in Microsoft Visual Studio.  

In Fig. 3 main screen of PC application for temperature and 
relative humidity monitoring is presented.  

 
Figure 3.  Main screen of the PC application 

As can be seen from Fig. 3, PC application consists of few 
main blocks: 

- Communication 

- Sampling time configuration 

- Alarms 

- Graphs 

- Logging to file 
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- Messages log 

Communication. User can choose communication PC port 
which is connected to Control board. Baud rate is fixed and can 
not be changed because it is set to 9600 bps in the 
microcontroller program. 

Sampling time configuration. After the Control board is 
connected with PC, user has to define sampling time between 
measurements. This value can be changed during operation. 

Alarms. User can set alarm values for temperature and 
relative humidity. These values can be easily changed during 
operation and when any alarm occurs in message log that 
information is added. User has to acknowledge alarm with 
"ACK" button. If alarm is acknowledged but actual value is 
still above defined limit, appropriate filed will remain to be red 
but no new messages will be added in message log. There are 
also two buttons for alarm notifications: SMS and e-mail. SMS 
notification is not yet implemented because SMS gateways 
were not available in Serbia but with additional hardware 
(GSM modem) this can be done easily. E-mail notification is 
implemented and user can choose if e-mail should be sent by 
clicking to button "E-mail". Example of created e-mail 
message is presented in Fig. 4.  

 
Figure 4.  Example of generated e-mail alarm notification 

Graphs. User has option to start and stop real time plotting 
of obtained results in any moment. Time stamp is added on x-
axis. 

 
Figure 5.  Examples of created graphs 

Logging to file. The Control board performs storing of 
measurement results on the micro SD card, as noted before, but 
sometimes option for logging on PC hard drive can be useful 
and because of that it is implemented. In every moment user 
can disable logging to file and later enable it again. Example of 
created report is presented in the Fig. 6.  

 
Figure 6.  Example of created report 

Messages log. All operations such as 
connecting/disconnecting from device, enabling/disabling of 
alarms or graph plotting, changing of sampling time value are 
logged and presented in right corner of PC application. There is 
button "Export to PDF" which generates report of logged 
activities in PDF file format. Example of created report is 
presented in Fig. 7. 

 
Figure 7.  Example of message log 

A hardware outcome of complete system is shown in Fig. 
8. 

 
Figure 8.  Hardware outcome of device for temperature and relative humidity 

monitoring  
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III. CONCLUSION 

The main task in this study was to provide direct access to 
the sensor readings in real time. Device can be used as 
standalone or with PC connection. Local presentation of results 
is performed on color display with graphs and information 
about minimum and maximum measured values. If device is 
connected to the PC, more detailed analysis is possible with PC 
application. 

The designed system was tested with SHT11 as 
measurement device under different conditions and in all tests 
the system worked stable and accurately. Main application of 
developed system is to be used for monitoring and data 
acquisition with environmental sensors developed within 
SENSEIVER project. 

REFERENCES 

[1] S. S. Chandrasekaran, S. Muthukumar and S. Rajendran, “Automated 
Control System for Air Pollution Detection in Vehicles”, presented at 
the 4th International Conference on Intelligent Systems, Modelling and 
Simulation, 2013. 

[2] T. H. Khan, K. A Wahid, “An advanced physiological data logger for 
medical imaging applications”, URASIP Journal on Embedded Systems, 
pp. 1-14, 2012. 

[3] N. Li, Y. Tang, “Library Temperature and Humidity Remote Control 
System Based on Micro Controller Unit”, In proceedings of the 2nd 
International Conference on Computer Science and Electronics 
Engineering ICCSEE, 2013, pp. 3096-3098. 

[4] K. H. Eom, C. W. Lee, N. T. Van, K. K. Jung, J. W. Kim and W. S. 
Choi, “Food Poisoning Prevention Monitoring System based on the 
Smart RFID Tag System”, International Journal of Multimedia and 
Ubiquitous Engineering, Vol. 8, No.5, pp. 213-222, 2013. 

[5] M. Omid, A. Shafaei, “Temperature and relative humidity changes 
inside greenhouse”, Int. Agrophysics, Vol. 19, pp. 153-158, 2005. 

[6] http://www.senseiver.com 

[7] S. Toskov, A. Maric, N. Blaz, G. Miskovic, G. Radosavljevic, 
”Properties of LTCC Dielectric Tape in High Temperature and Water 
Environment”, International Journal of Materials, Mechanics and 
Manufacturing, Vol. 1, No. 4, 2013.  

[8] L. Manjakkal, K. Cvejin, J. Kulawik, K. Zaraska, D. Szwagierczak, ”A 
Low-Cost pH Sensor Based on RuO2 Resistor Material”, Nano Hybrids, 
Vol. 5, pp. 1-15, 2013. 

[9] K. Cvejin, L. Manjakkal, J. Kulawik, K. Zaraska and D. Szwagierczak, 
“Synthesis of perovskite Sr doped lanthanide cobaltites and ferrites and 
application for oxygen sensors: a comparative study”, Key Engineering 
Materials, Vol. 605, pp. 483-486, 2014.  

[10] S. Toskov, G. Radosavljevic, “Water Temperature Sensor Built up in 
LTCC Technology”, in Conference Presented at the 29th International 
Technical Conference on Circuits/Systems, Computers and 
Communications, Phuket, Thailand, 2014. 

[11] G. Mišković, S. Toškov, A. Maric, N. Blaz, G. Radosavljevic, 
“Characterization of LTCC Tapes in Water Presence”, Presented at the 
ICAMR, Dubai, UAE, 2013.  

[12] M. Zawadzka, J. Kulawik, D. Szwagierczak, K. Zaraska, “Free-grown 
polypyrrole sensors”, Presented at the 37th International Conference of 
IMAPS-CPMT Poland, 2013. 

[13] A. Trandabat, M. Pislaru, C. Lorenz, M. Sireteanu, “Internet Based 
Virtual Laboratory in Bioengineering Field”, Presented at the 
2nd International Conference on Nanotechnologies and Biomedical 
Engineering ICNBME, Chisinau, Republic of Moldova, April 18-20, 
2013. 

[14] S. Ajkalo, G. Stojanovic, ”Laboratory Prototype of Wireless Sensor 
System for Air Quality Parameters Monitoring”, In Proceedings of the 
INFOTEH-JAHORINA Vol. 12,, 2013, pp. 1113-1117.  

[15] A. Iavorschi, N. Zoric, S. Ajkalo, ”Wireless Communication System for 
Temperature Monitoring”, Presented at the 2nd Int. Conference on 
Nanotechnologies and Biomedical Engineering, Chisinau, Republic of 
Moldova, 2013. 

[16] A. Iavorschi, V. Sontea, “Microcontroller Based Data Acquisition 
System for Environmental Monitoring”, Presented at the 7th 
International conference and exposition on electrical and power 
engineering EPE, Iasi, Romania, October 25-26, 2012. 

[17] M. Sireteanu, A. Iavorschi, L. Manjakkal, J. F. B. Villalba, “Design of 
data acquisition system for environmental sensors manufactured in 
LTCC Technology”, Presented at the International conference and 
exposition on Electrical and Power Engineering EPE, October 16-18, 
Iasi, Romania, 2014. (accepted). 

[18] M. Simić, ”Microcontroller Based System for Measuring and Data 
Acquisition of Air Relative Humidity and Temperature”, Presented at 
the 37th International Conference of IMAPS-CPMT Poland, 2013.  

[19] M. Simić, M. Sireteanu, “Real Time Temperature and Relative Humidity 
Monitoring System using LabVIEW”, In Proceedings of the 
International scientific conference of Metrology and Quality in 
Production Engineering and Environmental Protection – ETIKUM, 
2014, pp. 67-70. 

[20] M. Simić, “Design and Development of Air Temperature and Relative 
Humidity Monitoring System With AVR Processor Based Web Server”, 
Presented at the 8th International conference and exposition on electrical 
and power engineering EPE, Iasi, Romania, October 16-18, 2014. 
(accepted). 

[21] M. Simić, “Complex Impedance Measurement System for the Frequency 
Range from 5 kHz to 100 kHz”, Presented at the 4th International 
Conference on Materials and Applications for Sensors and Transducers 
IC-MAST, Bilbao, Spain, June 2014. 

[22] M. Simić, “Realization of Complex Impedance Measurement System 
Based on the Integrated Circuit AD5933”, In Proceedings of the 21st 
Telecommunications forum TELFOR, 2013, pp. 573-576. 

[23] M. Simić, “Realization of Digital LCR Meter”, Presented at the 8th 
International conference and exposition on electrical and power 
engineering EPE, Iasi, Romania, October 16-18, 2014. (accepted). 

[24] http://www.microsoft.com/express/support/faq/default.aspx 

[25] http://www.adafruit.com/products/797 

[26] ATmega128, datasheet 

[27] DS1307, datasheet 

[28] http://www.tftcentral.co.uk/ 

[29] SHT11, datasheet 

 
 

149



Software Supported Procedure applied to Testing of 
Instruments for High-order Harmonics Measurement    

 

Milan Simić, Dragan Živanović, Dragan Denić and Goran Miljković 
Department of Measurement  

University of Niš, Faculty of Electronic Engineering 
Niš, Serbia 

milan.simic@elfak.ni.ac.rs  
 

 
Abstract—Software supported procedure, applied for generation 

of the test voltage waveforms with certain level of the standard 

harmonic disturbances, is presented in this paper. Procedure is 

functionally based on the virtual instrumentation concept, which 

includes control application in LabVIEW software environment 

and data acquisition board NI PCIe 6343. Variation of the basic 

parameters for definition, presentation and signal generation is 

provided by various control functions and switches, implemented 

on front panel of the developed virtual instrument. For specific 

harmonic disturbances is possible to define percentage amounts 

of the harmonic amplitude levels, nominal frequency variations, 

amplitude fluctuations, start and stop times, rising and falling 

times of the disturbances. Described acquisition system is verified 

by testing of the three-phase power quality analyzer Fluke 435 

Series II. By this generation system is possible to provide various 

voltage test waveforms with typical harmonic disturbances. In 

this specific case, for testing purpose are used some characteristic 

test waveforms with harmonic disturbances. Basic measurement 

results and some recorded voltage signals, obtained from testing 

procedure, are presented and analyzed in this paper. 

Keywords-Software supported test procedure; signal harmonic 

disturbances; virtual instrumentation software; voltage waveforms. 

I. INTRODUCTION 

Increased using of the power electronic components and 
powerful switching devices directly causes degradation of 
electrical power quality (PQ), which affects on the production 
process costs and reduces reliability of the customer electrical 
devices and equipment. In order to avoid these problems and to 
increase total energy efficiency level, electricity suppliers must 
provide appropriate quality of the power distribution networks. 
For purpose of the customer protection, satisfactory PQ level is 
prescribed by the relevant international quality standards and 
documents [1,2]. Optimal PQ level is defined with acceptable 
interval values of the standard quality parameters and some 
typical network disturbances. Relevant information, necessary 
for assessment of the power distribution network quality level, 
can be provided by measurement and detailed analysis of the 
basic quality parameters at some specific locations in the power 
distribution network. Different types of devices and equipment 
for measurement and software based processing of the standard 
PQ parameters are available at the market. These instruments 
are developed to perform continuous monitoring of the power 
supply quality level at specific locations in power distribution 

networks. By measurement of the relevant quality parameters, 
which includes performing of software supported statistical and 
diagnostic activities in single or three-phase power distribution 
networks, these instruments are capable to verify compliance 
of the measured parameters with relevant PQ standards [3,4].  

In order to satisfy specified parameters and measurement 
accuracy level, these measurement devices must be followed 
by an appropriate metrological traceability chain. Metrological 
verification and testing of such instruments must be performed 
inside appropriate metrological laboratories. Reference devices, 
such as voltage and current calibrators, are available in various 
functional and constructive solutions. Such voltage and current 
calibrators are sources of the reference test signals with high 
accuracy levels, which correspond to the secondary standards, 
laboratory and industrial standards in metrological traceability 
assurance chain. Also, there are special calibration instruments 
for some specific types of the PQ meters, such as solutions of 
the multifunctional calibrators Fluke 5520A and Fluke 6100B, 
supported by some special PQ calibration functions [5].  

Acquisition system described in this paper is developed in 
LabVIEW [6] software package for generation of the reference 
voltage test signals, including special functions for simulation 
of the high-order harmonic disturbances, typical for real power 
distribution networks. Signal generation process is functionally 
based on the virtual instrumentation concept, which includes 
control software application and acquisition board PCIe 6343. 
Software support provides definition and presentation of the 
reference voltage waveforms. Number of the control functions, 
implemented on control panel, provides adjustment of the basic 
parameters for definition, presentation and signal generation. 
Test waveforms, defined directly from control block diagram 
according to requirements of the European PQ standard EN 
50160, can be used for generation of the various test sequences. 
For this specific purpose are generated voltage test waveforms 
with some typical combinations of signal high-order harmonic 
disturbances. Generated voltage test waveforms are applied for 
testing of the three-phase PQ analyzer Fluke 435 Series II [7]. 

II. LABVIEW SOFTWARE SUPPORT OF THE PROCEDURE 

Data acquisition system for generation of the standard PQ 
parameters and high-order harmonic disturbances is developed. 
It can generate test waveform sequences including all types of 
the PQ disturbances defined by European standard EN 50160.  
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Figure 1.  Control front panel in LabVIEW environment for generation of the voltage test waveforms (various levels of the high-order signal harmonics) 

Main requirements were to enable combining a number of the 
various PQ disturbances in one complex signal test sequence, 
but also to include certain level of the noise, small voltage and 
frequency variations. Developed generation procedure includes 
standard computer with control programming application in 
LabVIEW software environment and data acquisition board NI 
6343, equipped with standard block for connection SCB-68A. 
Entire procedure includes two connected functional part. First 
part of this procedure provides definition and simulation of the 
standard signal waveforms, with selected maximum levels of 
the specific high-order harmonic disturbances. Definition of the 
basic signal parameters for different types of the disturbances 
can be performed directly inside control front panel and block 
diagram of the LabVIEW virtual instrument [8]. Control front 
panel enables fast and simple correction of the basic waveform 
parameters, according to some specific user requirements and 
demands. Second functional part of this generation process is 
focused on real-time generation of the previously defined test 
voltage waveforms with standard harmonic disturbances, using 
analog outputs of the data acquisition board NI 6343. This is 
32-channel PCIe acquisition card, with digital to analog signal 
conversion, output signal range of ±10V and 16-bit resolution. 

Control front panel of the virtual instrument in LabVIEW 
software environment, developed for generation and graphical 
presentation of the voltage test waveforms, is shown in Fig. 1. 
This control front panel provides selection and variation of the 
basic signal parameters, by number of the control functions and 
knobs, implemented in block diagram of the virtual instrument. 
Some important functions are: definition of the nominal signal 

amplitude and frequency, definition of the signal sample rate 
and duration of the final test sequence, adding of the Gaussian 
noise in generated test signal, slow variation of the nominal 
signal frequency value, slow variation of the signal amplitude 
value with defined variation frequency and changing signal DC 
offset, voltage swell and voltage sag. Separated segment of the 
control functions on this front panel is used for selection and 
variation of the specific amplitude levels related to individual 
high-order harmonic components. Content of the specific high-
order harmonics can be precisely determined by number of the 
control knobs for regulation of the harmonic amplitude levels. 
Shown test waveforms are generated with nominal frequency 
value of 50Hz and normalized RMS voltage value of 1V. Here 
are presented four different cases of the voltage test waveforms 
with various levels of the high-order signal harmonics. In order 
to be more realistic in generation of the signal waveforms, for 
particular harmonic disturbances is enabled separate definition 
of the nominal frequency variation, signal DC offset, amplitude 
fluctuations, start and stop times of the disturbances, rising and 
falling times and percentage amount of the harmonic amplitude 
levels from 2nd to 11th  high-order signal harmonic components.   

III. PRESENTATION OF EXPERIMENTAL TEST RESULTS  

Previously described data acquisition system can be used as 
software based generator of the reference voltage waveforms, 
applicable in testing of various instruments for measurement 
and processing of the standard PQ parameters and high-order 
harmonic disturbances. As practical example, in this paper is 
described experimental procedure for testing of the three-phase  
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Figure 2.  Basic hardware configuration of the software supported procedure applied to testing of three-phase PQ analyzer Fluke 435 

PQ analyzer Fluke 435 Series II, in operational mode for high-
order harmonics measurement. Basic hardware configuration 
of this test procedure is presented in Fig. 2. Reference voltage 
test signals, previously defined and generated with certain level 
of the harmonic disturbances, can be sent directly to the voltage 
inputs of the tested measurement instrument Fluke 435, using 
analog output channels of the data acquisition board NI PCIe  
6343 and standard connector block SCB 68A (communication 
line 1). Instrument need to be set to work in operational mode 
for measurement of the high-order harmonics. Direct two-way 
communication between instrument outputs and computer is 
provided using standard USB interface (communication line 2). 
Obtained measurement results from instrument outputs can be 
simply transferred directly to computer, recorded into database 
and processed for graphical presentation. Some of experimental 
measurement data are shown in following section of this paper. 

Software controlled test procedure includes three functional 
segments. First functional segment is recording of the voltage 
test waveforms on a graphical display of the tested instrument 
Fluke 435. Second part of this process includes measurement 
of the percentage values for individual high-order harmonic 
components in test waveforms. Third segment of the procedure 
is recording of the graphs for measured individual high-order 
signal harmonics, related to test signals. Four examples of the 
voltage test signals, recorded on graphical display of the tested 
analyzer Fluke 435, are shown in Fig. 3. These specific signals 
correspond to the test waveforms generated with various levels 
of the high-order disturbances, previously illustrated in Fig. 1.  

Measurement results, related to percentage RMS values of 
the high-order harmonic components for test signals, obtained 
by measurement instrument Fluke 435, are presented in Fig. 4.    

                  

                              
Figure 3.  Test voltage waveforms recorded on graphical display of the measurement instrument - PQ analyzer Fluke 435 
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Figure 4.  Percentage values of the high-order harmonics in test signals measured by instrument - PQ analyzer Fluke 435 

Here are only shown measured percentage values of individual 
voltage harmonics from 2nd to 8th high-order harmonics, which 
includes three test voltage signals generated with various levels 
of the harmonic disturbances, previously presented in Fig. 3.      

 

 

 
Figure 5.  Recorded graphs of the measured high-order signal harmonics 

Graphs of the measured percentage RMS values for 2nd to 
11th high-order harmonics, recorded on a graphical display of 
the tested instrument for presented three test waveforms with 
certain level of the harmonic disturbances, are shown in Fig. 5. 
These graphs indicate maximum measured percentage values 
of individual high-order voltage harmonics in test waveforms. 
Percentage harmonic levels on instrument display, obtained by 
measurement procedure, fully correspond to defined harmonic 
values in test signal waveforms previously presented in Fig. 1. 

Generally, developed LabVIEW based acquisition system 
for generation of the reference voltage signals is applicable in 
testing of the various instruments and equipment designed for 
measurement of the PQ parameters and network disturbances, 
defined according to relevant international quality standards.       

IV. CONCLUSION 

Acquisition system for generation of the reference voltage 
test waveforms with standard high-order harmonic disturbances 
is described in this paper. This software supported solution for 
signal generation, functionally based on LabVIEW application 
software, includes standard computer and acquisition board NI 
PCIe 6343. Basic purpose of this system is to provide standard 
signals applicable in testing of instruments for measurement of 
basic electrical power quality parameters and high-order signal 
harmonics, according to European quality standard EN 50160. 
Specific amplitude levels of the high-order harmonics in test 
voltage waveforms can be individually defined and generated. 
Continuous variation of the percentage amplitude level in input 
control section can be performed separately for each individual 
harmonic component or at the same time for all selected high-
order harmonic components. Developed solution is practically 
verified by software controlled procedure applied to testing of 
instrument for measurement and processing of the high-order 
harmonic components – three-phase PQ analyzer Fluke 435 
Series II. Some test waveforms and experimental measurement 
data, obtained by testing procedure, are presented in the paper. 
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Abstract—Inland excess water cause considerable economic, 
social and environmental problems. In northern parts of 
Vojovodina, where inland excess waters occurs regularly, 
continuous measurement of groundwater level on several 
measurement points over long periods of time is needed for 
realization of hydrodynamic models. With data collecting system 
management innovative geographic information methods and 
observation techniques these models can be developed to predict 
inland excess water. In this paper hardware realization of data 
logger is described in details. Data logger system was developed 
and used on locations of interest in northern Vojvodina. 
 

Keywords- logger; measurement; inland excess water;  

I. INTRODUCTION 
 Inland excess waters cause numerous problems in 

Vojvodina. As a predominantly agricultural region, the 
problems are related to obstruction of agricultural activities on 
the fields as well as causing damages to the crops (rotting, 
occurrence of fungal infections due to increased moisture and 
other). Beside these problems inland excess waters cause 
damage to houses, buildings, flooding from sewer pits and 
canals, soil contamination, impeding of local traffic and 
transport [1]. 

The occurrence of inland excess water in Vojvodina is the 
consequence of numerous natural and anthropogenic factors. 
The following are the most important: lower position of the 

endangered surfaces relative to the main river of the catchment; 
morphology and terrain inclination (predominantly flat area), 
the vicinity of rivers and canals; climatic conditions 
(successive rainy years and uneven yearly distribution of the 
precipitation); shallow first aquifer and impervious 
layer; reduced flow on watercourses. 

This system is developed for continuous measurement of 
groundwater level on several measurement points over long 
periods of time (several years), which is needed as input data 
for hydrodynamic models. With this model some excess water 
types could be forecasted, and actions could be taken [2]. 

In this paper acoustic measurement is used for 
determination of water level in wells. Acoustic measurement 
was chosen over industry solutions because of its low cost and 
small dimensions of the sensors. This type of measurement is 
very similar to ultrasonic, but lower frequencies of 
measurement signal were chosen because lowering the 
frequency decreases  reflection from the walls of the well . 

II. DATA LOGGER SYSTEM 
Data logger system is shown in Fig. 1. To measure level of 

inland water, a series of wells are drilled on locations where 
excess water can appear. Measurement system is set at the top 
of the well, and by measuring time measure time of travel of 
sound to and from level of water inside wells information of 
level of groundwater is obtained [3].

 

X International Symposium on Industrial Electronics INDEL 2014, Banja Luka, November 06�08, 2014

155



 
Figure 1.  Data logger system 

 
 

III. HARDWARE REALIZATION 
Data logger consists of several electronic subsystems : 

• Transmitter and receiver electronic for acoustic 
measurement 

• MCU electronic for control of data logger 

• Power electronic for stable power supply 

A. Transmitter electronics 
Schematic of receiver electronics is shown in Fig. 2. 

KPEG-272 buzzer is used as transmitter. Since this buzzes is 
working with voltages up to 18V, and battery ih this system 
is around 3.6V, step up “boost” converter is used to supply 
buzzer with higher voltage of 18V, achieving higher power 
of audio signal. Step up convertor is realized with U1 
(TPS61040) and auxiliary passive components. U7 
(UCC27524) is mosfet driver, used in this circuit as switch to 
control power to buzzer.  

Figure 2.  Schematic of transmitter electronics 
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B. Receiver electronics 
 Schematic of receiver electronics is displayed in Fig.3.  

Microphone ABM-713 is used as receiver. Since electret 
microphone is used, DC biasing is needed, realized with 
resistors R5, R6. operational amplifier (OP)  MCP60022 is 
used as buffer and preamplifier  (U2). Passive band pass 
filter consisted of R13, C19, C12, C1, R15 is used for first 
level of filtering, at frequencies of 4KHz. Additional 6-pole 
band pass filters is used for filtering, this level of filtering is 
needed since receiver microphone is wide range with 

bandwidth of 100Hz-20KHz. For software control of the 
amplification U2B and U5 is used, U2B is used as inverting 
amplifier whereas U5 (AD5234) is digital potentiometer 
connected in feedback loop of U2B. Resistance of U5 can be 
changed in range from 0 to 100Kohm  which changes 
amplification of this amplifier, SPI pins of U5 connected to 
main microcontroller which controls its value. Voltage 
reference 3312 is used to generate voltage of 1,25V which is 
used as virtual ground in all amplifiers in this circuits, so 
there is no need for negative voltage supply. 

 
Figure 3.  Schematic of receiver electronics 

 

A measuring frequency of 4KHz is selected for 
measurement signal, this frequency is selected as optimum 
for this system after testing of well pipes with wide range of 
measurements signals. When signal with higher frequency 
was used, significant reflections from joints of pipes 
appeared making it impossible to distinguish them from 
useful signals. For lower frequencies  received signals had 
tendency of uniform amplitude, making it hard to precisely 
measure the travelling  time of measurement signal, which 
significantly decreased measurement resolution of the 
system. 

IV. MCU BLOCK 

 

Figure 4.  MCU block 

PIC24F16KA102

MCU

POWER CONTROL

SENSOR BOARD

MCU_VDD

VDD_GSM

GPRS

VDD

+3V6_BAT

157



MCU block is shown in Fig.4. It has several functions: 

• To communicate with GPRS module by sending and 
receiving data over serial port. 

• To control the transmitter on sensor board, and to 
perform A/D conversion of receiver signal 

• To control power for the rest of the circuitry 

MCU used in this system is PIC24F16KA102, extreme 
low power consumption microcontroller. It has the ability to 
go into “deep sleep” mode, where current consumption is 
under 1uA. This MCU has internal 10-bit ADC converter, 
more than adequate for this system.  

In order to minimize consumption, and so prolong battery 
life, between measurements the power for all the rest of the 
electronics, including the modem and the sensor block is 
completely shut down. By using the power control circuit 
shown in Fig. 5, power supply to other blocks is allowed 
only when necessary. 

 

Figure 5.  Schematic of power control circuit 

Si4465 mosfet is used as a power switch because of its 
low on resistance and low leakage current [4]. C14a and R6 
provide a slower turn on to limit the initial inrush current  

Battery used in the system is 3,6V, so it can directly 
supply the MCU. Also the MCU can be supplied from a 
usb/serial converter which is occasionally used to read data 
from the controller in the debugging process. Having this 
external supply attached, it is possible to take the battery out 
and change it without losing real-time clock data. Also, 
during the modem operation, the boosted modem power 
supply VDD_GSM is brought to the MCU to additionally 
backup the battery and prevent controller resets due to 
voltage drops caused by current surges of the GPRS module. 
The multiple power sources are automatically managed by a 
sort of a wired OR diode circuit which is shown in Fig. 6. 
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Figure 6.  Schematic of wired OR power suppy managing circuit 

V. POWER SUPPLY 
Schematic of power supply is shown in Fig. 7. Power 

supply used in this circuit is step-up convertor which enables 
stable voltage of 4V for whole system. Since battery used for 
this system are  Lithium Thionyl Chloride type with voltage 
of 3,6 V, value which is adequate for all electronic elements 
in system, there would be no need for additional electronics 
in power supply if voltage level for type of batteries was 
stable enough. Output voltage of this batteries significantly 
depends on temperature, and when external temperatures 
falls below zero, voltage that this battery gives is around 3V, 
which is not sufficient for GSM module, which input voltage 
is between 3.4V and 4.2V. For this reason step-up convertor 
U1 (ADP1612) and auxiliary passive components are used, 
with maximum current of 3A, needed for GSM module when 
transmitting. ADP1612 is selected because of its ability of 
working properly with minimum voltage difference in input 
and output voltage. High-quality capacitors C1,C3 and C9 
were used to reduce voltage peaks from switching power 
supply, to minimize its influence on measurement signal. 

Figure 7.  Schematic of power supply 

VI. MEASUREMENT RESULTS 
Data loggers were realized, tested in laboratory 

conditions and then placed  in 25 locations in north 
Vojvodina. Currently they are in use for several months, 
measurement are made once a day and send via GSM 
network once a week, to extend the battery life. In Fig. 8. 
measurement results are shown with graph display on every 
location.  Secure internet connection for the server is running 
data logger system software realized as web based 
application. This application serves as database for all 
measurement, and also as control interface for configuration 
of data logger parameters.  

Monitoring system was tested in several wells, 
measurement error of the system was up to 0.7%, which is 
adequate for this application. Measurement resolution of 1 
cm was obtained, with measurement range of 15 meters. 
Similar measurement error were obtained in [5], and 
industrial solutions [6] have slightly better results, but these 
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solutions are realized with ultrasonic measurement signals 
which cannot be used in relative small plastic pipe because 

signals would be reflected from walls of the pipe giving false 
measurements.

 

 

Figure 8.  Measurement results 

VII. CONCLUSION  
In this paper hardware realization of  data logger system 

is presented. Schematic of all elements of the system are 
shown and described in details. This system was tested in 
several wells, is realized as low-cost and robust system for 
measurement of level of groundwater.  Using GSM network 
for sending data and battery for power supply, system is 
realized as stand alone, with autonomy of around one year, 
when batteries needed to be replaced.  

Measurement result from this system are used for 
prediction of level of groundwater in region of northern 
Vojvodina [6]. 

This monitoring system can be easily adapted to be used 
in wide range of environmental and other  measurements. 
With addition of solar power supply, it can be completely 
autonomous for several years on every location with GSM 
coverage.  
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Abstract — Commonly used strategy in discrete digital 
measurements is to capture digital value of signal’s magnitude at 
a chosen time instant. The mathematics in the background of this 
strategy is algebra, while the applied theory is the Theory of 
discrete signals and systems. An alternative measurement 
strategy, named "measurement over an interval“, has been 
researched in three challenging areas: (i) measurement of fast-
changing signals, (ii) measurement of noisy signals, and (iii) 
measurement that requires high accuracy and linearity. 
Numerous simulations, experiments and developed measurement 
instruments have proven the engineering/metrological 
applicability of this "measurement over an interval“ strategy. 
This paper presents application of digital stochastic measurement 
over interval of the finite integral product of two or more signals 
using two-bit A/D converter. Error of this method is shown 
through a large number of simulations. 

Keywords – A/D conversion, Digital measurements, Probability, 
Stochastic processes. 

I.  INTRODUCTION 
Nowadays, the term „measurement“ is mostly considered 

as discrete digital measurement (sampling method 
measurement). This commonly used strategy called 
“measurement in a point” is to capture digital value of signal's 
magnitude at a chosen time instant. Digital representation of 
the signal's parameters at that time instant has to be 
characterized with maximum accuracy (theoretically - with an 
ideal accuracy). In order to capture full information on the 
measured quantity, all conditions of the sampling theory must 
be satisfied. The mathematics that explains this approach is 
algebra, while the applied theory is the Theory of discrete 
signals and systems. This measurement strategy has been the 
backbone of the development in metrology, control, 
telecommunications, etc. In the conversion process, accuracy 
and speed are opposing requirements. Accurate measurements 
of low-level, noisy and distorted signals have been a 
challenging problem in the theory and practice of measurement 
science and technology. Since 1956 [1], the possibility for 
reliable operation of instruments with inherent random error 
has been researched. It has been shown that adding a random 
uniform dither to the input signal prior quantization, decouples 
the measurement error from the input signal [2]. 

Measurement strategy "measurement over an interval" 
formulated in [3] has clear advantages over standard 
"measurement in a point" approach in three challenging areas: 

(i) measurement of fast-changing signals, 

(ii) measurement of noisy signals, 

(iii) measurement that requires high accuracy and linearity. 

The third case, which is of the greatest importance in 
metrology, is elaborated in [4]. Measurement over an interval 
entails a very simple hardware (flash A/D converter as the 
simplest and the fastest, but the least precise device) hence 
lowering the number of systematic error sources (it is well 
known that the flash A/D converter hardware is being doubled 
with each new bit of the resolution thus doubling a systematic 
error sources). The sampling method has two inherent sources 
of systematic measurement error: discretization in time and 
discretization in value. If the sampling theorem conditions are 
satisfied, discretization in time is eliminated as a source of 
measurement error. Discretization in value always causes a 
systematic measurement error – it cannot be eliminated. In [4] 
it is shown, under certain conditions, how to reduce it and keep 
within acceptable range. 

Measurement over an interval is an integral approach to 
measure a signal and its parameters - a signal [5] or some of its 
parameters [4] are measured during a finite time interval of an 
arbitrary duration. It has been shown that a singular 
measurement in every instant does not need to be maximally 
accurate, while the measurement uncertainty is reduced by 
adding a random uniform dither. Mathematical tools utilized in 
this case belong to mathematical analysis, probability theory, 
statistics and sampling theory. From theoretical point of view, 
the problem is highly non-linear and stochastic, and therefore 
neither the standard linear Theory of discrete signals and 
systems nor the Theory of random processes can be applied. It 
was necessary to develop an alternative mathematical 
approach, and this approach has been developed based on 
Central limit theorem. The most commonly we use 
measurement devices in greed measurement: measurement of 
true RMS of current and voltage, as well as power and energy, 
also with some derived values is taking place (cos φ, distortion 
factor...). 
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Republic of Serbia under research grant No. TR32019 
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II. PRINCIPLE OF MEASUREMENT 
Fig. 1 shows the principle of adding a uniform random 

dither h  to the measured signal y . The role of the dither is to 
decouple the quantization error of the uniform quantizer from 
the input signal [2], and thus enabling accurate measurements 
using a low-resolution converter [4]. Ψ  is output of the 
uniform quantizer of the digital multiplier. 

 

Figure 1.  Block diagram of application of a uniform random dither h  to the 
measured signal y . 

For the subsequent discussion let us assume that the 
following conditions are satisfied: 

 
2

,
2

,, aRhyahaZRRy +≤+≤⋅=≤  (1) 

where range of the input quantity is labeled with R , number of 
positive quantization levels with Z and quantum of uniform 
quantizer with a . A probability density function (PDF) of 

uniform random distribution dither signal h  is ( )
a

hp 1=  for 

2
ah ≤ . We can interpret it graphically as in Fig. 2. 

 

Figure 2.  PDF of the uniform random dither signal h . 

Voltage ranges and decision thresholds associated with 
process of measuring average input signal by uniform quantizer 
are represented graphically in Fig. 3: 

 

Figure 3.  Voltage ranges and decision thresholds associated with process of 

measuring Ψ . 

For 1=Z , the A/D converter is very simple, with the 
minimal hardware structure as shown in Fig. 4. 

 

Figure 4.  Two-bit flash A/D converter with an additive uniform dither. 

For the device in Fig. 4 the quantum ga 2=  i.e. 

 ( )
g

hpgaRag
2
1,2,

2
====  (2) 

Possible values of Ψ  are { }gg 2,0,2−∈Ψ , and the 
analytical term for Ψ  is: 

 )(2 11 −−⋅=Ψ bbg  (3) 

where { }1,0, 11 ∈−bb  and 011 =⋅ −bb . It is never possible that 1b  
and 1−b  are equal to 1 simultaneously - it would have meant 
that 0≥y  and 0≤y  simultaneously. 

III. DIGITAL STOCHASTIC MEASUREMENT OVER INTERVAL 
OF THE FINITE INTEGRAL OF TWO SIGNALS PRODUCT 

Device from Fig. 5 has 2 two-bit flash A/D converters 
shown on Fig. 4, with inputs )(11 tfy =  and its uncorrelated 
signal 1h , as well as )(22 tfy =  and its uncorrelated signal 2h , 
respectively. 1h  and 2h  are mutually uncorrelated random 
uniform dither signals. Outputs 1Ψ  and 2Ψ  are passed to a 
multiplier; the multiplier output is 21 Ψ⋅Ψ=Ψ , and it can 

assume values: ( ) ( ){ }22 2,0,2 gg +−∈Ψ . 

If, during one measurement interval, N  A/D conversions 
are performed by each A/D converter, then the accumulator 
from Fig. 5 accumulates the sum of N  subsequent multiplier’s 

outputs: )()( 2
1

1 ii
N

i
Ψ⋅Ψ∑

=
. This accumulation can be simply 

used for calculation of the average value of the multiplier 
output Ψ  over the measurement interval as: 

 ))()((1
2

1
1 ii

N

N

i
Ψ⋅Ψ⋅=Ψ ∑

=

 (4) 
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Figure 5.  Structure of the device, based on two-bit flash A/D converters, for 
measurement of the finite integral. of two signals product 

For Measurement purpose real input signals are being 
conditioned and thus reduced to appropriate voltage level ±5 V 
( maxU = +5 V, minU = -5 V ). On that input signal a random 
voltage signal is now superimposed. Random voltage signal is 
dieter with level ±2.5 V. 

A. Application in the measurement of true RMS 
To analyze measurement of signal true RMS we will 

observe two wave forms: simply periodic signal (sinusoidal 
signal with frequency 50 Hz) and typical complex periodic 
signal (jagged signal with same frequency). 

Simulation is done with signal amplitude of 0.5 V, 1 V, 
1.5 V, 2 V, 2.5 V, 3 V, 3.5 V, 4 V, 4.5 V and 5 V, respectively. 
For each amplitude of the input signal we perform a series of 
100 measurements with different duration: 20 ms, 40 ms, 
60 ms, 80 ms, 100 ms, 200 ms, 500 ms, 1 s, 2 s, 5 s, 10 s, 20 s, 
30 s, 1 min, 2 min, 5 min, 10 min and 15 min respectively. 

To calculate true RMS of individual measurement it is 
necessary to multiply maxU  with the square root of the mean 
output. Now we can start calculating individual measurement 
errors as: 

• absolute error = measured value - true value 
• relative error = absolute error / true value · 100% 
• errors relative to full scale (FS) = 

absolute error / ( minmax UU − ) · 100% 

After we do these calculations for each 100 measurements 
group we calculate mean and standard deviation for both 
relative error and error relative to FS (absolute error does not 
give us any important information about the accuracy nor 
precision of measurement). 

Fig. 6 shows error diagrams for measurements of true RMS 
of simply periodic (sinusoidal) signal for error in relation to the 
FS. 

 

Figure 6.  Measurement error of true RMS of simply periodic signal for error 
in relation of FS. 

The theoretical error [6] is presented by expression: 
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Simulation results confirm theoretically expected error. It is 
important to note that this method requires accurate voltages of 
two thresholds (+ 2.5V and -2,5V) and uniform dither signal 
distribution. If we compare this method with classical digital 
measurement approach, it can be calculated that 14-bit A/D 
converter should be used in digital measurement approach for 
obtaining the error of presented method. 

Fig. 7 shows error diagrams for measurement of true RMS 
of complex periodic (jagged) signal for error in relation to the 
FS. 
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Figure 7.  Measurement error of true RMS of complex periodic signal for 
error in relation of FS. 

B. Application in the measurement of power 
In the analysis of the signal strength measurement will 

observe the same waveforms as in the measurement of the true 
RMS. Unlike the measurement of the true RMS where we had 
one input, the strength measurement we do on two input 
signals. One of them represents the voltage signal, and the 
other one represents a current signal. In grid measurements 
voltage signal is approximately constant therefore we try to 
scale it in the "upper zone" in order to have less measurement 
error, so the simulation is also done for the amplitude of 4 V, 
4.5 V, and 5 V. For each of these signals conditioned current 
signal takes a value of 0.5 V, 1 V, 1.5 V, 2 V, 2.5 V, 3 V, 
3.5 V, 4 V, 4.5 V and 5 V respectively. In addition for each 
combination of power measurements we do simulation for 
phase shifts of π/36 (5°), π/18 (10°), π/6 (30°), π/4 (45°), 
π/3 (60°). The duration of each measurement is 1 s. 

To calculate power of individual measurement it is 
necessary to multiply 2

maxU  with the mean output. Now we can 
start calculate individual measurement errors like we have done 
in the measurement of the true RMS. 

Fig. 8 shows error diagrams for measurements of power of 
simply periodic (sinusoidal) signal for error relative to the FS. 

 

Figure 8.  Measurement error of power of simply periodic signal relative to 
the FS. 

Fig. 9 shows error diagrams for measurement of power of 
complex periodic (jagged) signal for error relative to the FS. 
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Figure 9.  Measurement error of power of complex periodic signal relative to 
the FS. 

IV. DIGITAL STOCHASTIC MEASUREMENT OVER INTERVAL 
OF THE FINITE INTEGRAL OF MORE THAN TWO SIGNALS 

PRODUCT 
In all so far published articles, of which some are listed in 

references [3-6] it is processed application of devices on 2 
signal product. Each of the articles includes the theoretical part. 
Some articles include simulation and description of the 
prototype device. However neither article describes application 
for product of more than two signals beside theoretical 
conclusions. To show a practical implementation of the method 
for the measurement of the product of more than 2 signals, that 
is until now only mentioned as a possibility for the 
generalization of the method, we give an example of measuring 
the power of the wind. Measurement of wind power [7] is 
calculated by the formula: 

 35,0 vAPS ×××= ρ  (6) 

wherein: 

ρ – density of air (1,25kg / m3) 

A – surface area through which air flows 

v - air velocity 

This formula is in practice reduced to a formula in which 
besides the speed of wind flow exists only circle diameter (D) 
that windmill wings plot: 

 32291,0 vDPS ××=  (7) 

As you can see, wind power is a value proportional to the 
cube of its speed. Measurement of wind speed itself is done 
with an anemometer [8]. The measurements are performed on 
different locations in quite long period (up to one year). After 
that we determine the best place to set up a windmill and its 
optimal position for maximum efficiency at a chosen location. 

 

Figure 10.  Wind rose [9]. 

Important parameters are the wind rose and the relative 
frequency of the wind histogram. Fig. 10 shows the direction of 
the wind in the period. 

Fig. 11 shows the relative frequency histogram from where 
you can see how long each wind blows. These two parameters 
are important for determining the viability of a potential 
investment. 

For this purpose, the device in Fig. 5 is being extend, as 
shown in Fig. 12. Device from Fig. 12 has 3 two-bit flash A/D 
converters from Fig. 4, with inputs )(11 tfy =  and signal 1h , 
and )(22 tfy =  and signal 2h , and )(33 tfy =  and signal 3h , 
respectively. 1h , 2h  and 3h  are mutually uncorrelated random 
uniform dither signals. In this special case is 

)(321 tvyyy === . Outputs 1Ψ , 2Ψ  and 3Ψ  are passed to a 
multiplier; the multiplier output is 321 Ψ⋅Ψ⋅Ψ=Ψ , and it can 
assume values: ( ) ( ){ }33 2,0,2 gg +−∈Ψ . 

 

Figure 11.  Histogram of hourly wind speed [10]. 
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Figure 12.  Structure of the device, based on two-bit flash A/D converters, for 
measurement of the finite integral product of three signals. 

The corresponding simulation was performed to measure 
wind power with data usage from the website [11] for June, 
11th 2011. The sampling frequency of 7.6 Hz was used, and 
data amount is 656104. Explanation of presented data is given 
on the website [12]. Maximum wind speeds at a given location 
are up to 25 m/s, while the particular sample maximum speed 
is 23.89 m/s. It is necessary to condition input signal (as well as 
the signals of current and voltage used in the previous sections) 
in order to obtain a voltage signal of an appropriate level 
(± 5 V). 

To calculate wind energy of presented data it is necessary 
to multiply 3

maxU  with the output value. To calculate wind 
power of presented data it is necessary to multiply 3

maxU  with 
the mean output. Now we can start calculate individual 
measurement errors like we have done in both the 
measurement of the true RMS and the measurement of the 
power. 

For a given set of data the measured energy by using that 
device is 148.5·D2 MJ, while the average power is 1720·D2 W. 
The corresponding errors are: absolute error = 3.83·D2, relative 
error = 0.223 % and errors relative to FS = 0.112 % 

V. CONCLUSION 
This paper presents the possibilities of digital stochastic 

measurement methods i.e. application of measurements of the 
definite integral product of two or more signals using two-bit 
flash A/D converters. Most important idea of this approach is 
to treat the time within the integration interval as an 
independent uniform random variable. In the developed 
method no assumptions are made regarding the waveform 
shape of measured signals. The two-bit flash A/D converter’s 
design is rather simple, making it suitable for simple 
measurement of signal, and for parallel measurements without 
affecting conversion speed, measurement precision and 
accuracy. 

Measurement cases of true RMS and power for both simple 
periodic (sinusoidal) and complex periodic wave form of signal 
we use for measuring of two signal product integral were 
examined trough simulation. In addition, the simulation was 
performed to measure three signal product, for which we show 
an example in measurement of wind power (wind power is 
proportional to the wind speed cube). Simulation samples are 
real life data with a sampling frequency of 7.6 Hz. Simulations 
confirm the theoretical expectations. 
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Abstract—The paper proposed an algorithm for the script 
identification using the statistical analysis of the texture obtained 
by script mapping. First, the algorithm models the script sign by 
the equivalent script type. The script type is determined by the 
position of the letter in the baseline area. Furthermore, the 
extraction of the features is performed. This step of the algorithm 
is based on the script type occurrence and co-occurrence pattern 
analysis. Then, the resultant features are compared. Their 
differences simplify the script feature classification. The 
algorithm is tested on the German and Slavic printed documents 
incorporating different scripts. The experiment gives the results 
that are promising. 

Keywords - Coding, Cultural heritage, Historical documents, 
Script recognition, Statistical analysis. 

I.  INTRODUCTION 
Script recognition is a part of document image analysis [1]. 

Many techniques have been proposed for the script recognition. 
They are typically classified into global or local ones.  

Global methods characterize the processing of the large 
image areas, which are subjected to the statistical or frequency-
domain analysis [2]. However, the image area normalization is 
mandatory. [3]. On contrary, the local methods split up text 
into small pieces. They typically represents characters, words 
or lines. After that, the black pixel runs analysis is performed 
[4].  

The proposed algorithm integrates the local and global 
approach. First, it extracts characters from the text. Then, it 
codes the characters according to their script type [5]. The 
coded text is obtained, which is an input to an occurrence 
(frequency analysis) and co-occurrence (statistical analysis) 
similarly as in global methods. As the results of 
aforementioned analysis, statistical measures of the gray-level 
co-occurrence matrix (GLCM) are extracted [6],[7]. To classify 
the results a linear discrimination function is proposed. It 
represents a key point in a decision-making process of the 
script discrimination. 

The proposed approach incorporates the statistical analysis 
of the texture. Texture is suitable for extracting similarities and 
dissimilarities between images. However, the novelty of the 
proposed approach [8] is given by specific text modeling and 
1-D texture analysis. During text modeling the number of 
variables is substantially reduced. Furthermore, the image is 
replaced with text. Hence, the image which represents a 2-D 
image is replaced with the text given by 1-D "image". All 
aforementioned contributes to the algorithm's speed.  

The paper is organized as follows. Section 2 describes the 
proposed algorithm. Section 3 explains the experiment. Section 
4 presents the results and gives the discussion. Section 5 makes 
conclusions. 

II. THE METHODS 
The proposed algorithm is a multi-stage method. It includes 

the following stages: 

1. Coding, 

2. Feature extraction, 

3. Feature classification, 

4. Script identification criteria. 

Figure 1 illustrates the multi-stage method flow. 

A. Coding 
The first step of the algorithm represents a coding. It is 

established using into account the position of the letter in the 
text line. To explain it, the text line needs to be considered. It 
consists of three vertical zones [9]:  

• Upper zone,  

• Middle zone,   

• Lower zone.  

Figure 2 illustrates the vertical zones that belong to the text 
line.  
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Figure 1.  The multi-stage method flow 

 

Figure 2.  Vertical zones in text line 

Using into account text line zones, one can distinguish four 
different script types [9]:  

• Base letter (B),  

• Ascender letter (A),  

• Descendent letter (D),  

• Full letter (F).  

Base letters (B) like the letter x, occupy a middle zone only; 
ascender letters (A), like the letter t, spread over the middle and 
upper zones; while descendent letters (D), like the letter p, 
include the middle and lower zones. Few letters like the capital 
letter Lj (in Serbian or Croatian Latin alphabet) comprise all 
three zones. They are classified as a full letter (F). This way, all 
letters are coded according to their script type classification. To 
organize data, the following mapping is made [5,10]: 

 B 1, A 2, D 3, F 4→ → → →  (1) 

This way, the coded text is established (Appendix contains 
the alphabets and equivalent codes [10]). 

B. Feature Extraction 
Feature extraction is based on statistical analysis of the 

coded text. Figure 3 illustrates the text written in different 
Slavic scripts and their coded text, while Figure 4 shows 
German text written in Fraktur and Latin with their coded text. 

Čuvaj uši svoje da slušaju samo svete i časne razgovore, a ne 
ružne i svjetovne, jer je napisano:  

(a) 

2  1  1  1  4  1  2  2  1  1  1  4  1  2  1  1  2  1  2  1  4  1  1  1  1  1  1  1  
1  2  1  2  2  1  1  1  1  1  1  1  3  1  1  1  1  1  1  1  1  1  1  2  1  1  2  1  

1  4  1  2  1  1  1  1  4  1  1  4  1  1  1  3  2  1  1  1  1  
(b) 

Чувај уши своје да слушају само свете и 
часне разговоре, а не ружне и свјетовне, јер је 
написано:  

 (c) 

3  1  1  2  1  1  1  1  1  1  1  1  1  1  2  1  2  1  1  2  1  1  1  2  1  1  1  1  
1  1  1  1  2  2  1  1  1  1  2  2  1  1  1  1  1  1  2  1  1  1  1  2  1  1  1  1  

1  1  1  1  1  1  1  1  1  1  1  1  1  1  2  3  1  1  2  1  1   
 (d) 

Чувај уши своје да слушају само свете и часне разговоре, а 
не ружне и свјетовне, јер је написано:  

(e) 

2  3  1  1  4  3  1  1  1  1  1  4  1  3  1  1  1  3  1  1  4  3  1  1  1  1  1  1  
1  1  1  1  1  1  1  1  1  3  1  1  1  1  1  1  3  1  1  1  1  3  3  1  1  1  1  1  

1  4  1  1  1  1  1  1  4  1  3  4  1  1  1  1  1  1  1  1  1   
 (f) 

Figure 3.  Same text given in different Slavic scripts: (a) Original text in 
Latin script, and (b) its coded counterpart; (c) Original text in Glagolitic 

script, and (d) its coded counterpart; (e) Original text in Cyrillic script, and (f) 
its coded counterpart. 

Füllest wieder Busch und Tal Still mit Nebelglanz, 
Lösest endlich auch einmal Meine Seele ganz; 

(a) 

2  2  2  2  1  1  1  1  1  1  2  1  1  2  1  1  1  2  1  1  2  2  1  2  2  2  1  2  
2  1  1  2  2  1  2  1  2  3  2  1  1  1  2  2  1  1  1  2  1  1  2  2  1  1  2  1  

1  1  2  1  1  1  1  1  2  2  1  1  1  1  2  1  1  2  1  3  1  1  1 
(b) 

Füllest wieder Busch und Tal Still mit Nebelglanz, 
Lösest endlich auch einmal Meine Seele ganz; 

 (c) 

4  2  2  2  1  4  2  1  1  1  2  1  1  2  1  4  1  4  1  1  2  2  1  2  2  2  1  2  
2  1  2  2  2  1  2  1  2  3  2  1  1  3  2  2  4  1  4  2  1  1  2  2  1  1  4  1  

1  1  4  1  1  1  1  1  2  2  1  1  1  1  2  1  1  2  1  3  1  1  3 
 (d) 

Figure 4.  Same text given in different German scripts: (a) Original text in 
Latin script, and (b) its coded counterpart; (c) Original text in Fraktur script, 

and (d) its coded counterpart 
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In the first step, the script type distribution of coded text is 
analyzed. As a result, four script features are extracted.  After 
the script type distribution analysis, the coded text is subjected 
to the co-occurrence analysis [6,7]. This way, the texture 
features are calculated. They use the conditional joint 
probabilities of all pair wise combinations of grey levels in the 
window of interest (WOI). WOI is determined by the inter-
pixel distance ∆x and ∆y shown in Figure 5. 

 

Figure 5.  Window of interest (WOI). 

The method starts from the top left corner and counts 
number of each reference pixel occurrences in respect to 
neighbour pixel relationship. At the end of this process, the 
element (i, j) gives the number of how many times the gray 
levels i and j appears as a sequence of two pixels located at ∆x 
and ∆y. This way, GLCM P for an image I with M rows and N 
columns is given as [6,7]: 

 1 1

1, if ( , ) , ( , )
( , )

0, otherwise

M N

x y

I x y i I x x y y j
P i j

= =

= + ∆ + ∆ =
= 


∑ ∑

 (2) 

Furthermore, matrix P is normalized giving a matrix C: 

 ,
( , ) ( , ) / ( , )

G

i j
C i j P i j P i j= ∑

 (3) 

In our case, the coded text is given as 1-D image, which 
leads to following: ∆x = ± 1, ∆y = 0 [10]. Furthermore, the 
number of texture features can be extracted from the GLCM:  

 2( , )
G G

i j
Energy C i j= ∑∑  (4) 

 ( , ) log ( , )
G G

i j
Entropy C i j C i j= ⋅∑∑  (5) 

 Maximum max ( , ) ,
G G

i j
C i j i j= ∀∑∑  (6) 

 ( , ) | |
G G

i j
C iDissimilari iy j jt ⋅ −= ∑∑  (7) 

 2( , ) ( )
G G

i j
Contr C ia t j js i= ⋅ −∑∑  (8) 

 2  ( , ) / [1 ( ) ]
G G

i j
Inverse Different Mome C i j i jnt = + −∑∑  (9) 

 ( , ) / [1 ( )]
G G

i j
Homog C i j inei je ty = + −∑∑  (10) 

 x y x y( ) ( ) ( , ) / ( )
G G

i j
Correlati i C i jo jn µ µ σ σ− ⋅ − ⋅ ⋅= ∑∑ (11) 

C. Feature Classification 
According to the aforementioned script type distributions 

and GLCM features, the text examples from Figures 3 and 4 
are analyzed.  

Table I shows the script type distributions, which are 
obtained from the same text written in different Slavic scripts 
[11]. 

TABLE I.  SCRIPT TYPE DISTRIBUTIONS BETWEEN SLAVIC SCRIPTS 

Script Type 
Different Slavic Scripts 

Cyrillic Glagolitic Latin 

Base 0.7786 0.8015 0.6336 

Ascender 0.0153 0.1679 0.2595 

Descendent 0.1298 0.0305 0.0229 

Full 0.0763 0.0000 0.0840 

 
Similarly, the same analysis is carried out with German 

text. The results are shown in Table II [12]. 

TABLE II.  SCRIPT TYPE DISTRIBUTIONS BETWEEN GERMAN SCRIPTS 

Script Type 
Different German Scripts 
Fraktur Latin 

Base 0.5324 0.6115 

Ascender 0.3237 0.3669 

Descendent 0.0360 0.0216 

Full 0.1079 0.0000 

 
Table III shows typical GLCM features extracted from the 

Slavic documents. Differences in their features characterize 
each script [11]. 

At the end, Table IV shows typical GLCM features 
extracted from the German documents [12]. 
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TABLE III.  GLCM FEATURES BETWEEN SLAVIC SCRIPTS 

GLCM Feature 
Different Slavic Scripts 

Cyrillic Glagolitic Latin 

Energy 0.4140 0.4651 0.2159 

Entropy −1.3957 −1.1347 −1.8432 

Maximum 0.6231 0.6538 0.3692 

Dissimilarity 0.7615 0.6540 0.8846 

Contrast 1.7923 1.3769 1.8077 

Inverse different moment 0.7223 0.7454 0.6500 

Homogeneity 0.7641 0.7859 0.6769 

Correlation 0.0791 0.0742 −0.1291 

 

TABLE IV.  GLCM FEATURES BETWEEN GERMAN SCRIPTS 

GLCM Feature 
Different German Scripts 
Fraktur Latin 

Energy 0.1596 0.2604 

Entropy -2.0675 -1.4985 

Maximum 0.2754 0.3768 

Dissimilarity 0.9855 1.0000 

Contrast 2.0725 2.0725 

Inverse different moment 0.6159 0.6072 

Homogeneity 0.6504 0.6715 

Correlation -0.1403 -0.0149 

 

D. Script Identification Criteria 
All criteria obtained from occurrence and co-occurrence 

analysis are used as input criteria for decision-making. 
However, the comprehensive criteria will be established after 
applying the algorithm to the database of Slavic and German 
text documents. As a result, the statistical analysis will show 
the clear difference between scripts in document with the same 
content. 

III. EXPERIMENTS 
The algorithm is subjected to the experiment in order to 

investigate its efficiency and correctness. To perform the 
experiment, a custom-oriented database is created. First part of 
database includes 100 Slavic documents written in Glagolitic, 
Latina and Cyrillic script. Typical length of text is from 
approx. 500 to 4,000 characters. Texts are extracted from the 
book “Le château de virginité” (“The Castle of Virginity”) 
written in 1411 by George d’Esclavonie (Juraj Slovinac) [13]. 
Second part of database includes 100 German documents with 
the poems written by J. W. von Goethe written in Latin and 
Fraktur script. Typical length of text is from approx. 200 to 
1,000 characters. The result of the experiment gives the 
percentage of the correct script recognition. 

IV. RESULTS AND DISCUSSION 
The results of experiment are given in the form of the script 

type distributions and the extended set of eight GLCM texture 
features. The script type distributions are used to extract four 
script features, which are used to characterize different scripts. 
To quantify the obtained results, we used the minimum and 
maximum values. Furthermore, the extended set of eight 
GLCM texture features is used as a basis to discriminate 
different scripts. To quantify the obtained results, we have used 
the minimum and maximum values. The texture features 
obtained from a statistical analysis of database texts written in 
Latin, Glagolitic and Cyrillic in the first place, and texts written 
in Latin and Fraktur in the second place. 

It is very important to use only the measures with distinct 
difference in values for the different scripts. Establishing the 
ratio between these measures for different scripts gives their 
relation that can be utilized as a part of the identification 
criteria. These measures create the criteria for script 
discrimination. 

The experiment with Slavic documents shows the results 
given in Tables V-VI [11,12]. 

TABLE V.  SCRIPT TYPE DISTRIBUTIONS OF THE SLAVIC SCRIPTS 

Script Type 
Different Slavic Scripts 

Cyrillic Glagolitic Latin 

 min max min max min max 

Base 0.48 0.62 0.68 0.79 0.68 0.85 

Ascender 0.28 0.44 0.16 0.24 0.03 0.16 

Descendent 0.03 0.07 0.03 0.17 0.07 0.16 

Full 0.01 0.08 0.00 0.00 0.01 0.07 

 

TABLE VI.  GLCM FEATURES OF THE SLAVIC SCRIPTS 

GLCM Feature 
Different Slavic Scripts 

Cyrillic Glagolitic Latin 

 min max min max min max 

Energy 0.167 0.214 0.309 0.432 0.325 0.507 

Entropy -2.026 -1.757 -1.499 -1.211 -1.647 -1.173 

Maximum 0.237 0.355 0.497 0.626 0.539 0.701 

Dissimilarity 0.757 0.986 0.684 0.981 0.595 0.871 

Contrast 1.076 1.978 1.520 2.243 1.227 2.021 

ID moment 0.604 0.679 0.636 0.742 0.679 0.780 

Homogeneity 0.636 0.700 0.694 0.784 0.727 0.810 

Correlation -0.243 -0.159 -0.131 0.480 -0.118 0.075 

 

Hence, the combination of the aforementioned results 
creates the final criteria for the script differentiation in the 
Slavic documents. It is given by the following pseudo code: 
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IF   [(Energy < 0.25) AND (Entropy < -1.7)  

      AND (Maximum < 0.45) AND (Correlation < -0.15)  

      AND (B < 0.65) AND (A > 0.26)] 

  Writeln('Latin Text')    

ELSEIF [((A < 0.16) AND (F > 0)] 

  Writeln('Cyrillic Text')   

ELSE 

  Writeln(Glagolitic Text')   

END 

The experiment with German documents shows the results 
given in Tables VII-VIII [11,12]. 

TABLE VII.  SCRIPT TYPE DISTRIBUTIONS OF THE GERMAN SCRIPTS 

Script Type 
Different German Scripts 

Fraktur Latin 

 min max min max 

Base 0.49 0.52 0.55 0.57 

Ascender 0.37 0.39 0.41 0.43 

Descendent 0.01 0.04 0.01 0.03 

Full 0.08 0.10 0.00 0.01 

TABLE VIII.  GLCM FEATURES OF THE GERMAN SCRIPTS 

GLCM Feature 
Different German Scripts 
Fraktur Latin 

 min max min max 

Energy 0.152 0.175 0.236 0.248 

Entropy -2.108 -1.952 -1.572 -1.495 

Maximum 0.219 0.241 0.2709 0.2871 

Dissimilarity 0.921 1.037 0.596 1.199 

Contrast 1.726 2.029 0.661 2.455 

Inverse different moment 0.581 0.620 0.526 0.708 

Homogeneity 0.611 0.641 0.604 0.711 

Correlation -0.186 -0.119 -0.181 -0.130 

 

Accordingly, the combination of the aforementioned results 
creates the final criteria for the script differentiation in the 
German documents. It is given by the following pseudo code: 

IF [(B < 0.53) AND (A < 0.4) AND (F > 0.05)  

    AND (Energy < 0.2) AND (Entropy < -1.85)  

    AND (Maximum < 0.25)] 

  Writeln('Fraktur Text')  

ELSE 

  Writeln('Latin Text')   

END 

At the end, the speed testing of the proposed method shows 
that it is a computationally non-intensive. Its processing time is 
as low as 0.1 sec. per text that includes 2K characters. 

V. CONCLUSIONS 
The manuscript proposed the algorithm for the script 

characterization and identification. The algorithm includes the 
comprehensive statistical analysis of coded document, which is 
obtained by mapping the initial text document according to the 
script types of each character. Because the characteristics of 
both scripts are different, the statistical analysis shows 
significant diversity between them. Hence, the successful script 
identification can be conducted by creating joint criteria which 
is based on the obtained statistical features. The proposed 
technique is tested on the example of Slavic and German 
printed documents . The experiments gave encouraging results.  
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APPENDIX 

TABLE I.  CODING OF SLAVIC ALPHABETS 

Glagolitic Coding Latin Coding Cyrillic Coding Glagolitic Coding Latin Coding Cyrillic Coding 
Љ 3 Lj 4 Љ 2 љ 2 lj 4 љ 1 

Њ 3 Nj 4 Њ 2 њ 1 nj 4 њ 1 

Е 3 E 2 Е 2 е 1 e 1 е 1 

Р 3 R 2 Р 2 р 1 r 1 р 3 

Т C T 2 Т 2 т 1 t 2 т 1 

З 3 Z 2 З 2 з 2 z 1 з 1 

У 3 U 2 У 2 y 1 u 1 у 3 

I 3 I 2 И 2 i 1 i 2 и 1 

О 3 O 2 О 2 о 1 o 1 о 1 

П 3 P 2 П 2 п 3 p 3 п 1 

Ш 3 Š 2 Ш 2 ш 1 š 2 ш 1 

Ђ 3 Đ 2 Ђ 2 ђ 1 đ 2 ђ 4 

А 3 A 2 А 2 а 2 a 1 а 1 

С 3 S 2 С 2 с 1 s 1 с 1 

Д 3 D 2 Д 2 д 1 d 2 д 3 

Ф 3 F 2 Ф 2 ф 3 f 2 ф 4 

Г 3 G 2 Г 2 г 1 g 3 г 1 

Х 3 H 2 Х 2 х 1 h 2 х 1 

Ј 3 J 2 Ј 2 ј 1 j 4 ј 4 

К 3 K 2 К 2 к 1 k 2 к 1 

Л 3 L 2 Л 2 л 2 l 2 л 1 

Ч 3 Č 2 Ч 2 ч 2 č 2 ч 1 

Ћ 3 Ć 2 Ћ 2 ћ 2 ć 2 ћ 2 

Ж 3 Ž 2 Ж 2 ж 2 ž 2 ж 1 

Џ 4 Dž 2 Џ 4 џ 2 dž 2 џ 3 

Ц 3 C 2 Ц 4 ц 1 c 1 ц 3 

В 3 V 2 В 2 в 1 v 1 в 1 

Б 3 B 2 Б 2 б 1 b 2 б 2 

Н 3 N 2 Н 2 н 1 n 1 н 1 

М 3 M 2 М 2 м 1 m 1 м 1 

Â 3 Ja, (I)je - Ја, (И)је - â 1 ja, 
(i)je - ја, (и)је - 

 

TABLE II.  CODING OF GERMAN DIACRITICS 

Latin Coding Fraktur Coding Latin Coding Fraktur Coding 
Ä 2 Ä 2 ä 2 ä 2 

Ö 2 Ö 2 ö 2 ö 2 

Ü 2 Ü 2 ü 2 ü 2 

-  - 
 ß 2 ß 4 
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TABLE III.  CODING OF GERMAN ALPHABETS 

Latin Coding Fraktur Coding Latin Coding Fraktur Coding 
A 2 A 2 a 1 a 1 

B 2 B 2 b 2 b 2 

C 2 C 2 c 1 c 1 

D 2 D 2 d 2 d 2 

E 2 E 2 e 1 e 1 

F 2 F 4 f 2 f 4 

G 2 G 2 g 3 g 3 

H 2 H 4 h 2 h 4 

I 2 I 2 i 2 i 2 

J 2 J 4 j 4 j 4 

K 2 K 2 k 2 k 2 

L 2 L 2 l 2 l 2 

M 2 M 2 m 1 m 1 

N 2 N 2 n 1 n 2 

O 2 O 2 o 1 o 2 

P 2 P 4 p 3 p 3 

Q 2 Q 2 q 3 q 3 

R 2 R 2 r 1 r 1 

S 2 S 2 s 1 s 1 

T 2 T 2 t 2 t 1 

U 2 U 2 u 1 u 1 

V 2 V 2 v 1 v 1 

W 2 W 2 w 1 w 1 

X 2 X 2 x 1 x  3 

Y 2 Y 4 y 3 y 3 

Z 2 Z 4 z 1 z 3 
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University of Nǐs
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Abstract—In the present paper a new design method for
continuous-time power-symmetric active RC filters, which is suit-
able for two-channel hybrid filter bank realization, is proposed.
Some theoretical properties of continuous-time power-symmetric
filters in a more general perspective are studied. This includes the
derivation of a new general analytical form, and a study of poles
and zeros locations in s-plane. In the proposed design method the
analytic solution of filter coefficients is solved in s-domain using
only one nonlinear equation. Finally, the proposed approximation
is compared to standard approximations. It was shown that
attenuation and group delay characteristic of the proposed filter
lie between Butterworth and elliptic characteristics.

Keywords- Hybrid filter bank, power complementary filter pair,
rational transfer function, allpass network, active RC filter.

I. I NTRODUCTION

Many continuous-time signals have a low level nature,
such as the output of sensors, then their processing often
require multi-band decomposition for time-frequency analysis,
manipulation, recognition of the signal, or storage. The hybrid
filter bank (HFB) can be used for these applications and it is
also suitable for high resolution conversion between analog
and digital signals. Therefore, HFB is associated with analog
to ADCs working at lower sample rate in comparison with the
Nyquist sampling rate. Thus, the HFB is an unconventional
class of the filter bank that employs both analog and digital
filters [1]–[4].

The principle of a continuous-time linear hybrid two chan-
nel filter bank is shown in Fig. 1. The system consists of
an continuous-time analysis two channel filter bank, uniform
samplers, quantizers, and a discrete-time synthesis filterbank.
The analysis filter bank consists of the low-pass filterH0(s)
and high-pass filterH1(s). Both filters have the same pass-
band edge and split the spectrum of the band limited input
signalx(t) by the factor of 2. The sampling and quantization
takes place at the output of the analysis filters with the
twice lower sampling frequency1/(2Ts). The quantized signal
goes into a linear discrete-time synthesis filter bank, which
generate a single signal from two upsampled and interpolated
signals. The up samplers are used to retain the desired Nyquist
sampling rate1/Ts.

The continuous-time filters chosen to build the analysis filter
bank play an important role in the performance of the hybrid
filter bank. It is known that continuous-time filters of odd

degree can be realized as the sum of two stable all-pass filters
with real coefficients having no common poles [5]. As all-pass
sums, such filter bank can be realized with low complexity
structures that are robust to finite precision of components.

H1(s)

H0(s)

t = 2Ts

t = 2Ts

Q

Q

↑ 2

↑ 2

H1(z)

H0(z)

x(t) y(n)

x0(k)

x1(k)

Analysis filter bank
(Continuous-time)

Synthesis filter bank
(Discrete-time)

Fig. 1. Two channel hybrid continuous/discrte filter bank.

For the definition purposes, consider a continual prototype
lowpass-highpass filter pair, denoted by[H0(s), H1(s)], where
H0(s) is transfer function of lowpass part of filter pair and
H1(s) = H0(s

−1) is transfer function of highpass part filter
pair. Normalized passband edge for both filters is equal to one.

A filter pair [H0(s), H1(s)] is apower-complementaryfilter
pair [6] if the sum of the squares of their magnitude responses
satisfies

H0(s)H0(−s) +H1(s)H1(−s) = 1 (1)

or at real frequencys = j ω

|H0(jω)|2 + |H1(jω)|2 = 1 (2)

For this pair, the angular frequencyωc = 1, where|H0(j)|2 =
|H1(j)|2 = 0.5, is thecrossover angular frequency. At this an-
gular frequency, the gain responses of both filters are approx-
imately 3 dB below their maximum values. Note, crossover
angular frequency is 3 dB passband edge for both lowpass
and highpass part of filter pair. Thus,H1(s) = H0(s

−1).
A filter pair [H0(s), H1(s)] is an all-pass-complementary

filter pair [7] if the sum and difference ofH0(s) andH1(s)
satisfies

H0(s) +H1(s) = A1(s)

H0(s)−H1(s) = A2(s)
(3)

whereA1(s) andA2(s) are all-pass transfer functions.
Transfer function sets which are simultaneously all-pass

complementary and power complementary are termeddouble
complementary. All double complementary filter pair can
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be expressed as the sum of stable allpass filters such as
the Butterworth and the elliptic filters. The other classical
approximation cannot form a double complementary pair.

New efficient approximation of the doubly complementary
filter pair is proposed in this paper. The realization, based
on the continuous-time all-pass filters, which validate this
approach is also presented.

II. A PPROXIMATION

Necessary and sufficient conditions for the transfer function
to be suitable for the realization of the continuous-time two
channel filter banks are given in this section. In general, the
squared magnitude characteristic of the lowpass prototypein
the s-plane is expressed in the form

H0(s)H0(−s) =
1

1 +K(s)K(−s)
(4)

where filter characteristic functionK(s) is rational, and the
polynomial in denominator contains only even or odd power
of s, but, the polynomial in nominator contains only even
power ofs. For power symmetric filter design, at normalized
passband edge frequencys = ±j the characteristic function is
equal to one, then the insertion loss of filter at this frequency
is 3.0103 dB. In fact, Butterworth, Chebyshev1, Chebyshev2,
and elliptic filters are introduced in this form, and the filter
properties are governed in a way whereK(s) is chosen [8].

Lemma 1:The rational transfer functionsH0(s) andH1(s)
in Eq. (1) satisfied power symmetric inz [9] and in s-domain
if

K(s)K(−s)K(s−1)K(−s−1) = 1 (5)

Proof: For Eq. (4) we have

H0(s)H0(−s) +H0(s
−1)H0(−s−1)

=
1

1 +K(s)K(−s)
+

1

1 +K(s−1)K(−s−1)

=
1 +R(s)

R(s) +K(s)K(−s)K(s−1)K(−s−1)

(6)

whereR(s) = 1 +K(s)K(−s) +K(s−1)K(−s−1). Clearly,
this is equal to one if and only if

K(s)K(−s)K(s−1)K(−s−1) = 1

This lemma is proved.
Based on the preceding result it is possible to develop a gen-

eral analytic form forK(s) which is suitable for continuous-
time power symmetric filter design.

Lemma 2:A rational filter transfer function (4) satisfied
power symmetric [10] ins-domain (5) if and only if char-
acteristic function has the form

K(s) = sk
M∏

m=1

( s2 + ω2
m

ω2
ms2 + 1

)lm
(7)

with ωm < 1 and arbitrary integerlm, for m = 1, 2, . . . ,M .
Filter order isN = k + 2

∑M
m=1 lm.

This condition can be expressed equivalently by

K(−s)K(s−1) = (−1)k (8)

for all s.
Proof: This comes from the following facts:

1) K(−s) = (−1)kK(s)

2) K(s−1) =
1

K(s)

This lemma is proved.
Note, for k > 1 and l1 = l2 = · · · = lM = 0 we have

Butterworth filter which is power-symmetric. Fork = 0 or 1
and l1 = l2 = · · · = lM = 1 we have Elliptic filters which
are also power-symmetric. Chebyshev filters cannot be power-
symmetric because they have ripples only in the passband or
stopband.

Lemma 3:Let H0(s) be a rational with real coefficients
power symmetric filter function, then all poles of it are
restricted to be on the unit circle.

Proof: SinceK(s) has the form (7), its poles are restricted
to be on the imaginary axis, then power symmetricH0(s)
implies (8) and equation (4) can be rewritten as

H0(s)H0(−s) =
1

1 + (−1)k
K(s)

K(s−1)

(9)

At pole frequencies ofH(s) the denominator of the expres-
sion (9) is zero, that is

K(s)

K(s−1)
= (−1)k+1 (10)

In view of the real-coefficient assumption ats = e−jθ we
haveK(e−jθ) = K∗(ejθ). On the unit circle of thes-plane
we therefore have

∣∣∣ K(ejθ)

K(e−jθ)

∣∣∣ = 1 (11)

So, the quantityK(s)/K(s−1) has unit-magnitude on the unit
circle, then all poles ofH(s)H(−s) are on the unit circle.

Lemma 4:A filter pair [H0(s),H1(s)] is an all-pass-
complementary filter pair of transfer functions, i.e., a par
satisfied

H0(s) +H1(s) = A1(s) (12)

whereA1(s) is an stable all-pass transfer function. Then, the
following equation is also automatically satisfied

H0(s)−H1(s) = A2(s) (13)

Proof: Since A1(s) and A2(s) are the allpass transfer
functions, thenA1(s)A1(−s) = 1 and A2(s)A2(−s) = 1.
Further, the squared magnitude characteristic of left sideof
equation (12) is

G(s) =[H0(s) +H1(s)][H0(−s) +H1(−s)]

=1 +H0(s)H1(−s) +H0(−s)H1(s)
(14)

because filter pair[H0(s), H1(s)] is power complementary.
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Let N be odd. Transfer functionH0(s) andH1(s) have the
form

H0(s) =

M∏
m=1

(ω2
ms2 + 1)lm

(s+ 1)(sN−1 + α1sN−2 + · · ·+ α1s+ 1)

H1(s) =

sN−2ν
M∏

m=1
(s2 + ω2

m)lm

(s+ 1)(sN−1 + α1sN−2 + · · ·+ α1s+ 1)

(15)

where ν =
∑M

m=1 lm and N = k + 2ν. SinceH0(s) is a
ratio of even and odd polynomials thenH0(−s) = −H0(s).
On the other hand,H1(s) is a ratio of odd polynomials then
H1(−s) = H1(s). When this is substituted into equation (14),
we obtainG(s) = 1, i.e., squared magnitude characteristic of
H0(s) + H1(s) is equal to one. Thus,H0(s) + H1(s) is an
allpass function.

III. T HE TWO CHANNEL FILTER BANK

Two-channel power complementary filter bank [11] is
shown in Fig. 2 is considered in this section, whereA1(s)
andA2(s) are two continuous time stable all-pass filters with
real coefficients having no common poles.

+

+

1
2

1
2

−1

x(t)

A2(s)

A1(s)

x1(t)

x0(t)

Fig. 2. The system of two-channel power complementary filter bank.

It is interesting to note that only continuous-time filters of
odd degree can be realized as all-pass sums.

H0(s) =
X0(s)

X(s)
=

1

2
[A1(s) +A2(s)] (16)

and

H1(s) =
X1(s)

X(s)
=

1

2
[A1(s)−A2(s)] (17)

The transfer functionsH0(s) andH1(s) can be implemented
simply by implementing all-pass networksA1(s) andA2(s).

A. Approximation

The squared magnitude of the transfer function of the
proposedn-th degree with single pair of zeros (M = 1 and
l1 = 1) at ±jω1 is:

|H(jω)|2 =
1

1 + ω2k
( ω2

1 − ω2

1− ω2ω2
1

)2
(18)

whereω1 < 1 determined minimum stop-band attenuation.
Performing analytic continuationω = −js, equation (18)

gets form

H(s)H(−s) =
(1 + s2ω2

1)
2

(1 + ω2
1s

2)2 + (−1)ks2k(s2 + ω2
1)

2
, (19)

or in simpler form,H(s) can be written as

H(s)H(−s) =
(ω2

1s
2 + 1)2

s2N + d
2(N−1)
1 + · · ·+ d1s+ 1

(20)

where

di =





(−1)k
(
2
i

)
(ω2

1)
i, i = 0, . . . , k − 1,(

2
i

)
(ω2

1)
i +

(
2

i−k

)
(ω2

1)
2−i+k, i = k, . . . , 2,(

2
i−k

)
(ω2

1)
2−i+k, i = 3, . . . , N

If k ≥ 4, thendi = 0, for i = 4, . . . , k. The poles ofH(s) are
the poles ofH(−s), reflected about origin. Since the desired
filter function must have all poles in the left half of thes-plane,
we must associate the left half plane poles ofH(s)H(−s) with
H(s). Unknown parameterω1 to be determined so that the
minimum attenuation in the stop-band has specified valueRs.
This can be done by solving a single nonlinear equation in
one unknown.

B. An example

For example, by settingk = 3, M = 1, l1 = 1 and
ω1 = 0.551017 the order of the filter isN = 5, and minimum
stopband attenuation isRs = 40 dB. The factored form of
transfer functions of the two channel filter bank in thes-plane,
which is designed by using proposed method, is

H0(s) =
0.303617s2 + 1

(s+ 1)(s2 + 0.472822s+ 1)(s2 + 1.472822s+ 1)

and the analogue highpass prototype is

H1(s) =
s3(s2 + 0.303617)

(s+ 1)(s2 + 0.472822s+ 1)(s2 + 1.472822s+ 1)

These two prototypes are all-pass complementary

A1(s) =
s2 − 1.472821 s+ 1

s2 + 1.472821 s+ 1

A2(s) =
(−s+ 1)(s2 − 0.472822s+ 1)

(s+ 1)(s2 + 0.472822s+ 1)

(21)

and power complementary, i.e., double complementary. In
terms of the pole frequencyωp and the pole quality factor
qp, we recognize in biquad transfer functionωp = 1 (as in
the case of the Butterworth filter) and first degree coefficient
is 1/qp.

Pole-zero plots of these two allpass functions are shown in
Fig. 3. InA2(s) are included the outermost pole pair, the third
outermost pole pair, and so on (see the pole pair tagged with
× on the Fig. 3). The remaining pole pairs belong toA1(s).

Fig. 4 gives a comparison of new filter frequency responses
(Rs = 40 dB andk = 5) with Butterworth filter frequency
responses. Both filters are 7th degree.

A sample of some normalized proposed transfer functions
for 3 dB maximum passband attenuation and 40 dB minimum
stopband attenuation, in factored form, can be found in Table I.
In this table the frequencies are normalized to passband edge
frequencyωc = 1. The numerator is normalized to that the
dc gain of thee system is equal to unity. The passband ripple
can be calculated by using (2). Since stopband ripple is 40 dB
(0.01 times) then passband ripple is4.3432× 10−4 dB.
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TABLE I
DOUBLE COMPLEMENTARY APPROXIMATION FUNCTION FORRp = 40 dB

n Denominator ofH(s) Numerator ofH(s)

3 (s+ 1)(s2 + 0.9124264s+ 1) 0.0875736s2 + 1
5 (s+ 1)(s2 + 1.4728206s+ 1)(s2 + 0.4728206s+ 1) 0.3036200s2 + 1
7 (s+ 1)(s2 + 1.7136030s+ 1)(s2 + 1.0198032s+ 1)(s2 + 0.3062001s+ 1) 0.4649038s2 + 1
9 (s+ 1)(s2 + 1.8305027s+ 1)(s2 + 1.3690518s+ 1)(s2 + 0.7627434s+ 1)(s2 + 0.2241943s+ 1) 0.5714580s2 + 1
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Fig. 3. Pole-zero plot of allpass functions ins-plane of the 7th-order
prototype for transfer function withRs = 40 dB, M = 1 and l1 = 1.
Poles and zeros ofA1(s) are tagged with× and© respectively; but poles
and zeros ofA2(s) are tagged with+ and� respectively.
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Fig. 4. Comparison of 7th degree new filter frequency responses (Rs = 40
dB andk = 5) with 7th degree Butterworth filter frequency responses.

IV. I MPLEMENTATION

In this section we discuss the design of continuous-time part
of two channel hybrid filter bank based on all-pass active RC
structure. All-pass transfer functions are non-minimum phase
transfer function i.e., they have zeros in the right half of the
complex-frequency plane.

Basically, there are two implementation manners of realiz-
ing such continuous-time allpass filter circuits. One alternative
is the passive implementation, consisting of only passive
components like capacitors and inductors. A number of passive
circuit topologies exist, which can be used for this purpose, for

instance the Lattice or T-section filters. The other alternative
is the active implementation, consisting of active deviceslike
operational amplifiers as well. Through the application of
active components, it is possible to omit the bulky and costly
inductor components, as well as providing more freedom in
the shaping of the filter characteristic.

The active RC realization by cascading first and second
order section (biquad) is proposed in this paper. The biquad
can be realized with single or more operational amplifiers. The
single amplifier lowpass and highpass filter will be discussed.

The transfer function of an even degree is not suitable
for complementary decomposition because its allpass transfer
functions have complex coefficients.

The single amplifier all-pass network first degree and the
Delyiannis second degree all-pass circuit are given on the
figure 5(a) and 5(b), respectively [12, chap. 4]. It is assumed
that the ideal operational amplifiers are used.

C

(a)

R1 R2

R •
ui

u0
+

−
A1

R1
C1

C2

R2

Rb

Ra

(b)

+

−
A1ui uo

•
•

Fig. 5. (a) The single amplifier all-pass network first degree and (b) the
all-pass network second degree.

The circuit on the figure 5(a) is referred to as the grounded
capacitor allpass network. ForR1 = R2 transfer function of
first degree allpass network is

H(s) = −
s− 1

RC

s+
1

RC
Transfer function of allpass network second degree, assum-

ing ideal operational amplifier,C1 = C2 = C is as follows

H(s) = ho

s2 −
[Ra

Rb

1

R1C
− 2

R2C

]
s+

1

R1R2C2

s3 +
2

R2C
s+

1

R1R2C2

(22)

where ho = Rb/(Ra + Rb). Equating coefficients of equal
powers of s in Eqs. (21) and (22) we can obtain the following
component values

R1 =
1

2Cqp
, R2 =

2qp
C

,
Ra

Rb
= 4

R1

R2
(23)
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Fig. 6. Implementation of seven degree continuous-time part oftwo channel hybrid filter bank.

From Fig. 5, we have the implementation of the two channel
continuous-time filter bank with component values shown in
Fig. 6. Pole-zero plot is on the Fig. 3 given. The first all-pass
filter A1(s) is realized by two second order sections shown in
figure 5(b) and placed in cascade. The second all-pass filter
A2(s) is realized by one first order section shown in figure
5(a) and one second order section placed in cascade.

The standard inverting summing amplifier is used for com-
bining two signals. The differential amplifier circuit is used
as subtractor. In these circuits, input signals are scaled to the
desired values by selecting appropriate values for the resistors.
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Fig. 7. Impulse responses forN = 7. (a) Lowpass filter, (b) highpass filter

The lowpass and highpass impulse responses for a seventh-
order conventional Butterworth and proposed filter can be
seen in Fig. 7. As can be seen both impulse response are
very similar. In connection with Figure 4 new filter has better
frequency responses in comparison with the Butterworth filter.

V. CONCLUSION

A new class of continuous-time filter structures has been
presented, which can be used for efficient implementation of
the hybrid filter bank. The conditions required to be satisfied

by the transfer functions, so as to be implemented as a parallel
connection of two all-pass filters, are listed. If filter degree is
odd, allpas functions have real coefficients, but for even filter
degree the allpass function involves in the implementationthe
complex coefficients. The efficiency of the proposed design
has been demonstrated by means of an example.
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Abstract— In this paper we present results on automatic speech 
recognition of isolated words with part of Whi-Spe database with 
female speakers, in speaker dependent fashion and constrained 
lexicon (50 words). Word recognition rate is calculated for four 
train/test scenarios, with modeling of context independent 
monophones, context dependent triphones and whole words. As  
feature vectors, we used Perceptual Linear Prediction 
Coefficients and Mel Frequency Cepstral Coefficients. The 
Hidden Markov Model Toolkit was used to implement isolated 
word recognizer. Further improvement is achieved with 
reduction in number of monophone units used for modeling. Due 
to very high deviation in performance among different speakers, 
influence of Signal to Noise Ratio of tested recordings on 
performance of recognizer is examined in particular. 

Keywords- HTK, speech recognition, Whi-Spe database 

I.  INTRODUCTION  
Whispering is a specific mode of speech often used in 

everyday life, esspecially by cellular phones. People whisper 
for a number of reasons, for example, in environments where 
normally phonated speech is not appropiate or concealment of 
some confidental information from the others ears. Beside 
conscious production of whisper, whispering may happen due 
to health problems which appear after rhinitis and laryngitis 
[1], [2]. The whisper has different characteristics compared to 
normally phonated speech. Due to the absence of the glottal 
vibrations, whispering lacks the fundamental frequency of the 
voice and much prosodic information. In addition, whispered 
speech has a significantly lower energy as compared to the 
normal speech [2], and the slope of the spectrum being much 
flatter than in the normal speech [3]. The duration of whispered 
speech is slightly longer [4], and the formant frequencies for 
whispered vowels is substantially higher than for the normal 
voice [4]. The amount of shift is higher for vowels with low 
formant frequencies [5]. Figure 1 shows waveform and Fig. 2 
shows spectrogram of sentence "govor šapata" ("whispered 
speech" in English), uttered in normally phonated speech 
followed by whispered speech. Pictures are supported with 

phonetic transcription for both the normal (capital letters) and 
whispered speech (small letters). Because of the lack of 
sonority, difference in amplitude intensities could be observed, 
especially for vowels. Also, spectrogram shows that the 
harmonic structure of vowels in whispered speech is 
completely lost, which is separately presented for vowel /o/ in 
Fig. 3. However, spectral characteristics of unvoiced 
consonants (for example fricative /š/) are not significantly 
changed. Similar shape of spectrum of phoneme /r/ in Serbian 
is observed. 

 

Figure 1.  Waveform of sentence "Govor šapata" in normal phonation (capital 
letters) and whispered phonation (small letters) 

 

Figure 2.  Spectrogram of sentence "Govor šapata" in normal phonation 
(capital letters) and whispered phonation (small letters) 
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Figure 3.  Spectrogram of vowel /o/ in sustained phonation (normal and 

whispered).   

For all mentioned differences, automatic recognition of 
whispered speech is much more difficult than of normal 
speech. From [6], we know that speech can be generally 
classified into five categories based on vocal effort 
differences: whispered, soft, neutral, loud and shouted speech. 
The speaker identification performance significantly degrade 
with a change in vocal effort ranging from whisper through 
shouted, where whispered speech have the most serious loss in 
performance [7].  

Nevertheless, despite of increased efforts in perception, 
this type of speech is perfectly understandable [8]. There are 
different approaches, techniques and methods of speech 
recognition. These techniques are usually based on algorithms 
of the HMM (Hidden Markov Model), the DTW (Dynamic 
Time Warping), the ANN (Artificial Neural Network) and 
their hybrid solutions [9]. This paper presents results on 
investigation of recognition of isolated words from part of 
Whi-Spe database [10] with female speakers, using a software 
toolkit HTK (Hidden Markov Model Toolkit). The HTK is a 
widely used software for ASR (Automatic Speech 
Recognition), that was originally developed at the Machine 
Intelligence Laboratory of the Cambridge University 
Engineering Department [11].  

The reminder of this paper is organized as follows. In 
Section 2 the brief description of database Whi-Spe is given. 
In Section 3 we give the system overview used in experiments. 
The experimental results, as well as its discussion, are given in 
Section 4, while concluding remarks and further directions are 
stated in Section 5.  

II. WHI-SPE DATABASE 
The Whi-Spe database contains two parts: the first one 

contains speech patterns of a whispered speech, while the 
second one contains speech patterns of the normal speech. All 
patterns were collected from the five female and five male 
speakers. During the session of recording, each speaker read 
50 isolated words of Serbian. The words were divided in three 
sub-corpora: basic colors (6 words), numbers (14 words) and 
phonetically balanced words (30 words). Balanced words were 
taken from the Serbian emotional speech database GEES [12], 
which satisfies the basic linguistic criteria of Serbian language. 
Sessions were repeated ten times, with a pause of a few days 
between recordings. Finally, the database collection grew to 
10.000 utterances, half in the whispered speech and half in the 
normal speech. The speakers of ages between twenty and 
thirty were Serbian native volunteers from Čačak Technical 
College.  

The speech was digitized by using the sampling frequency 
of 22.050 Hz, with 16 bits per sample, and stored in the form 
of Windows PCM (Pulse-Code Modulation) wave files. In this 
experiment, all samples from female speakers were used. 
Specific details about database concerning content, recording 
process and quality control could be find in [10]. 

III. SYSTEM OVERVIEW 
In this work, all experiments were conducted on the latest 

version of HTK, 3.4.1 [13]. The toolkit was ported to 
Windows 7, and all experiments were done under this 
operating system. As a feature vectors, we used Mel 
Frequency Cepstral Coefficients (MFCC) and Perceptual 
Linear Prediction (PLP) coefficients, as widely used features 
in speech recognition [14], [15]. For obtaining a feature 
vector, Hamming window with preemphasis coefficient of 
0.97 was used. The window size was set to 24 ms, and frame 
shift to 8 ms. Also, cepstral coefficient C0, delta and 
acceleration coefficients were appended and cepstral mean 
subtraction was performed. These auxiliary features and 
modification techniques significantly improves recognition 
rate [16]. Number of filterbank channels was set to 26, and 
number of output cepstral coefficients per frame was set to 12. 
For better performance in these experiments, in filterbank 
analysis power was used instead of magnitude and 
normalization of energy was not included. The other 
parameters were set to default values. 

The model topology is a continuous density HMM with 
one Gaussian mixture component and diagonal covariance 
matrix. There were 5 states in total, 3 of which are emitting. 
As an acoustic modeling units, we used context independent 
(CI) monophones, context dependent (CD) triphones and 
whole word (WW) models. Despite more frequent use of sub-
word modeling (CI and CD) in ASR systems, there are still 
some applications where whole word modeling presents 
optimal solution, especially in recognition of isolated and 
connected words from constrained lexicon. The WW models 
consisted of the same number of states as their CI and CD 
counterparts and followed the same transition matrix structure, 
that is strictly left-right, with no skips. For CI models, 
phonetic transcription was done manually. Stops and affricates 
are labeled as pairs of semi-phones that consist of occlusion 
and explosion parts. Phoneme /ə/ (schwa) is marked separately 
when phoneme /r/ is found in the consonant environment [17]. 
The model of silence is added at the start and the end of every 
utterance. Initial model parameters were estimated using the 
flat-start method , since training data is not time labeled. In the 
training phase, location of word boundaries were estimated 
using forced alignment. At last, in the testing phase the Viterbi 
algorithm was applied to determine the most likely model that 
best matched each test utterance.  

Our goal was to compare the performance of different 
acoustic models in four train/test scenarios: 
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1.  Normal/Normal (Nor/Nor) - the system is trained on 
normally phonated speech and tested on the speech 
of same mode; 

2.  Normal/Whisper (Nor/Whi) - the system is trained 
on normally phonated speech and tested against 
whispered speech; 

3.  Whisper/Normal (Whi/Nor) - the system is trained 
on whispered speech and tested against normally 
phonated speech; 

4.  Whisper/Whisper (Whi/Whi) - the system is trained 
on whispered speech and tested on the speech of 
same mode. 

The scenarios where training and testing is in the same 
mode of speech are denoted as match, and in the opposite case 
scenarios are denoted as mismatch. 

IV. RESULTS AND DISCUSSION 
In match scenarios, 80% utterances were in the part for 

training, while the other 20% were in the part for testing. The 
training and test set were rotated, which gave 4 additional 
tests. Recognition rate is calculated as mean value of 5 tests. In 
mismatch scenarios, all utterances of one mode were in the 
part for training, while in testing part were all utterances of the 
other mode of speech. The results (word recognition rate - 
WRR) are shown in Tables I-III for modeling monophones, 
triphones and whole words, respectively. The speakers are 
labeled from G1 up to G5. The last column presents average 
WRR for respected scenario and feature vector. For better 
clarity, results are integrated, and depicted in Fig. 4 (PLP 
feature vector) and Fig. 5 (MFCC feature vector), where 
average recognition rates of all five speakers are graphically 
presented in dependence of scenario and modeling units.  
From results presented in Tables I-III, and Figures 4-5, we can 
observe that CD models contribute to higher scores in match 
scenarios, compared to CI and WW models. These results are 
expected, since CD models are more specialized and superior 
in highly matched conditions, which is the case with Whi-Spe 
corpus. Performance of CI and WW models could be 
improved (WRR above 99.5%) by increasing number of 
mixture components [18]. 

TABLE I.  WORD RECOGNITION RATE FOR MONOPHONE MODELS 

Speaker/ 
Scenario-Feature G1 G2 G3 G4 G5 Avg 

Nor/Nor 
PLP 98.6 98.0 98.8 98.0 98.0 98.28 

MFCC 98.2 99.2 98.0 98.0 98.2 98.32 

Nor/Whi 
PLP 89.2 52.6 76.0 55.4 61.0 66.84 

MFCC 85.4 47.8 70.4 47.2 58.6 61.88 

Whi/Nor 
PLP 87.6 57.6 75.6 80.4 72.0 74.64 

MFCC 87.2 56.8 70.8 81.6 72.0 73.68 

Whi/Whi 
PLP 96.6 94.2 97.8 97.2 90.6 95.28 

MFCC 96.4 94.2 98.0 97.0 90.4 95.20 

 

TABLE II.  WORD RECOGNITION RATE FOR TRIPHONE MODELS 

Speaker/ 
Scenario-Feature G1 G2 G3 G4 G5 Avg 

 Nor/Nor 
PLP 99.8 100.0 100.0 99.8 99.8 99.88 

MFCC 100.0 100.0 100.0 99.8 99.8 99.92 

Nor/Whi 
PLP 50.0 12.6 35.6 20.0 21.4 27.92 

MFCC 41.6 12.0 31.8 14.8 12.4 22.52 

Whi/Nor 
PLP 73.8 34.0 53.2 56.8 60.8 55.72 

MFCC 73.4 33.8 51.0 61.4 60.4 56.00 

Whi/Whi 
PLP 100.0 100.0 100.0 100.0 99.8 99.96 

MFCC 100.0 100.0 100.0 100.0 99.8 99.96 

 

TABLE III.  WORD RECOGNITION RATE FOR WHOLE WORD MODELS 

Speaker/ 
Scenario-Feature G1 G2 G3 G4 G5 Avg 

Nor/Nor 
PLP 99.2 99.2 99.8 99.8 99.2 99.44 

MFCC 98.0 99.4 99.2 100.0 99.6 99.24 

Nor/Whi 
PLP 57.2 22.6 41.0 35.0 37.4 38.64 

MFCC 49.2 22.8 44.6 34.2 33.2 36.80 

Whi/Nor 
PLP 59.8 29.8 38.0 42.0 43.4 42.60 

MFCC 57.2 25.8 40.8 49.8 41.8 43.08 

Whi/Whi 
PLP 98.2 98.8 98.8 97.2 93.8 97.36 

MFCC 98.2 98.6 99.0 98.0 93.2 97.40 

 

 
Figure 4.  Average word recognition rates with PLP feature vector for context 
independent (CI), context dependent (CD) and whole word (WW) models and 

different scenario 

Also, except CD modeling, in match conditions 
recognition of whispered speech is a few percents poorer.  
Both feature vectors give very similar results, and because of 
the "ceiling effect" it is hard to determine which is better. In 
mismatch scenarios, the most robust are CI models, with the 
average WRR of  66.84% in Nor/Whi scenario, and 74.64% in 
Whi/Nor scenario. 
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Figure 5.  Average word recognition rates with MFCC feature vector for 
context independent (CI), context dependent (CD) and whole word (WW) 

models and different scenario 

Utilization of PLP feature vector give an absolute 
improvement in average WRR of 5%, compared to recognition 
with MFCC feature vector. In experiments with same database 
and speaker independent fashion, PLP had also shown better 
performance, compared to MFCC feature vector [19]. The 
phenomenon of asymmetric performance in Nor/Whi and 
Whi/Nor scenario, in favor of Whi/Nor scenario, was 
examined in  experiments with neural networks and same 
database [20]. Same study had shown that the sonority in 
speech stimuli is the main cause of difference in word 
recognition scores in mismatch scenarios, and that the most of 
whisper features are contained in normal speech, which is not 
the opposite case. The CD and WW give much lower 
recognition scores in mismatch scenarios, for both feature 
vectors. 

Since the most of ASR systems are primarily trained on 
normally phonated speech, from the point of view of ASR 
recognition of whispered speech the greatest importance have 
the Nor/Whi scenario. The greatest effort in research area is 
devoted to maximizing performance in that scenario, because 
that concept does not need adaptation to whisper, of any kind. 
The best recognition scores for whispered speech with 
constrained lexicon (160 words) for recognition of English 
[21] are over 80% (in speaker independent fashion), so there is 
optimistic expectation that those scores are not far away for 
Whi-Spe database, for recognition with statistical ASR 
framework. First step is made in reduction in number of HMM 
models. The general approach in transcription of monophones, 
which includes separate modeling of inclusion/explosion parts 
in stops and fricative, and stressed/unstressed  vowels, requires 
large databases for training, of several hours. That is not the 
case with Whi-Spe database. The unification of occlusion and 
explosion parts in stops and affricates, as well as stressed and 
unstressed vowels, has lead to reduction of HMM models to 
32 monophones (30 phonemes in Serbian, schwa and silence).  
The results and absolute improvement with reduced number of 
HMM models are presented in Table IV. 

TABLE IV.  WORD RECOGNITION RATE IN NOR/WHI SCENARIO WITH 
REDUCED NUMBER OF HMM MODELS 

Speaker/ 
Feature G1 G2 G3 G4 G5 Avg Improve- 

ment 
PLP 93.6 62.8 81.4 64.0 71.0 74.56 7.72 

MFCC 92.8 61.8 78.8 58.6 70.8 72.56 10.68 
 
Results presented in Table IV clearly show greater 

robustness of models with reduced number of HMM models, 
compared to generalized case. Absolute improvement of 
average WRR is 7.72% for PLP feature vector, and 10.68% for 
MFCC feature vector. Beside better improvement of average 
WRR with MFCC feature vector, average WRR with PLP 
feature vector is again higher. It is important to note that 
performance of recognizer are not much degraded in match 
scenarios with reduced number of monophone units. The 
average WRR with recognition of normally phonated speech is 
98.08% with PLP feature vector, and 98.04% with MFCC 
feature vector. Also, in recognition of whispered speech, 
recognizer gives the WRR score  of  96.16% with PLP feature 
vector, and 96.24% with MFCC feature vector. The 
recognition of whispered speech is even higher, by comparing 
results in Table I. 

From results in Table IV, very high difference in 
performance among different speakers could be observed. The 
recognition rate varies from poor (speakers G2 and G4) to 
excellent (speaker G1). Similar observation is found in 
whispered speaker identification with neutral trained HMM 
models [22], where it was stated that the degradation is 
concentrated for a certain number of speakers, while other 
speakers displayed consistent performance to that seen in 
neutral speech.  One of the reasons for that deviation is signal 
to noise ratio (SNR) of tested utterances. Also, driven by that 
observation we examined correlation between SNR and WRR 
of all five speakers. In Table V are shown average SNR of all 
recordings in whispered speech, for all female speakers. 
Because of the way the manual segmentation of recordings is 
done, last 100 samples are taken into account for calculating 
power of noise.  

TABLE V.  AVERAGE SNR FOR RECORDINGS OF FEMALE SPEAKERS  

Speaker G1 G2 G3 G4 G5 
SNR [dB] 15.3 8.0 13.0 11.4 9.7 

 
From results in Tables IV-V, in this experiment the highest 

SNR leads to highest performance, and vice versa, the lowest 
SNR leads to lowest WRR (for PLP feature vector). In order to 
quantify the degree of correlation between average SNR of 
tested utterances and corresponding WRR, we determined the 
coefficient of correlation. For two random variables X (with 
mean µX and standard deviation σX) and Y (with mean µY and 
standard deviation σY), the correlation coefficient and 
covariance are defined according equations 1 and 2, 
respectively. In equation 2, E denotes expectation of random 
variable. 
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Also, corresponding p-value is calculated for testing the 

hypothesis of no correlation. For SNR values given in Table V 
and WRR in Table IV (for PLP feature vector), correlation 
coefficient of 0.89 and corresponding p-value of 0.04 are 
obtained. Besides relatively small number of tested speakers, 
obtained values unambiguously show high and significant 
correlation.  

V. CONCLUSSION AND FUTURE WORK 
Whispered speech, as an alternative mode of speech 

production is not seldom used in everyday life. Inspired by the 
fact that whisper is well understandable in human to human 
communication, performance of statistical ASR approach based 
on HMM is examined in this paper, for whispered speech 
recognition and speaker dependent fashion. A part of Whi-Spe 
database with female speakers is used in this study. In match 
train/test conditions, recognizer had the best performance with 
context dependent models, where recognition of normally 
phonated speech, as well as whispered speech was nearly 
100%. In mismatch scenarios, the monophone models had 
shown best results with average word recognition rate of 
66.84% in Nor/Whi scenario, and 74.64% in Whi/Nor scenario 
(both with PLP feature vector). The greatest attention was paid 
to performance improvement of whispered speech recognition 
with models trained on normal speech. Reducing numbers of 
HMM models had lead to significant absolute improvement of 
word recognition rate of 7.72% for PLP, and 10.68% for 
MFCC feature vector. Due to high difference in performance 
among speakers, the hypothesis of correlation between tested 
average SNR and obtained WRR is tested. The results of 
hypothesis induce significant correlation.  

Future work will examine performance of recognizer in 
multi-condition training, where training corpus is composed of 
normal and whispered utterances. It would be interesting to 
examine if the performance could reach separately trained 
conditions and the amount of whisper data added to training 
corpus for a satisfactory recognition. Since any part of data in 
training process had not been labeled, flat-start method in 
initialization of HMM models was used. Thus, to bootstrap a 
set of HMM models, part of utterances in training process is to 
be manually labeled. That activity is in a progress and 
preliminary results for completed speakers show noticeable 
improvement in recognition rate. Using alternative feature 
vectors will be examined, especially those which are reported 
to be very robust in highly mismatch condition. From the 
perspective of application of whispered speech in ASR, the 
greatest challenge will be optimizing performance without 
adaptation to whisper, in speaker independent fashion. Due to 
very high influence of amount of data in training to 
performance, speaker independent ASR recognizer is expected 
to have better performance, compared to speaker dependent 
recognizer. Also, the future research should include 

comparative analysis of word  recognition efficiency using 
different algorithms such as DTW, HMM and ANN, using the 
same feature set and each speaker from database. 
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Abstract— This paper proposes reconstruction of the simple 

arcade game Pong using MicroBlaze soft core and explains 

hardware side of this process. Reconstruction is split into two 

time phases. In the first phase hardware is developed with 

functionalities which, as they are, are sufficient for game 

implementation. This means hardware part of system is made of 

simple graphic controller and paddle movement controller. The 

second phase covers system analysis and hardware made as a 

result of this analysis. All upgrades are done considering 

MicroBlaze’s flexibility. This kind of approach and organization 

leads to better balance between hardware and software 

implementation, and demonstrates advantages of designing a 

system in which it is possible to monitor, analyze and influence 

the further evolution of the system. 

Keywords-game; hardware; microblaze; pong; vhdl 

I.  INTRODUCTION 

FPGA configured by some Hardware Description 
Language (HDL) provides simple and fast development of 
complex digital circuits and systems. Developers have accepted 
this approach, which has led us to a lot of examples and 
solutions that we have today. Using them, development is 
easier, more flexible and it is giving additional time for 
research, rather than creating system from a scratch.  

Good example of available solutions today is the Xilinx 
Embedded Development Kit (EDK), including Intellectual 
Property Catalog (IP Cores) and the MicroBlaze embedded 
processor soft core (MicroBlaze) with a reduced instruction set 
computer (RISC) architecture optimized for implementation in 
Xilinx Field Programmable Gate Arrays (FPGAs) [1]. 

Ke, Eric and Winston [2] were using this solution, while 
working on a student project of reconstructing Pac-Man game. 
They split the project into software and hardware 
programming, and with little effort on software side they got 
reduced complexity on hardware side. Game logic includes 
collision detection, scoring and enemy artificial intelligence 
(AI) and it is implemented using the MicroBlaze. Hardware 
configuration is described in Very Large Scale Integration 
HDL (VHDL), and it implements graphics engine with sprites 
and paddle control over the MicroBlaze UART IP Core. 

As one of the earliest arcade video games, Pong game is 
used as referent simple arcade game in this paper. It has simple 
game logic and two-dimensional graphics. While other arcade 
video games, such as Computer Space, came before it, Pong 

was one of the first video games to reach mainstream 
popularity. It is a multiplayer tennis like game, where the goal 
is to defeat an opponent by earning a higher score. The game 
was originally manufactured by Atari Incorporated (Atari), 
who released it in 1972. 

Armandas [3] has done full reconstruction of the Pong 
game in VHDL. He used Nintendo Controllers as an input 
device for paddle control. Ball and paddle objects are 
represented by graphics stored in memory, separated of text 
symbols which are used for text generation. Logic for game, 
which includes ball movement and paddle movement has also 
been implemented in VHDL. 

This paper proposes an approach to accelerate drawing of 
graphics with hardware-based drawing using VHDL, 
MicroBlaze and IP Cores, suitable for reconstruction of the 
simple arcade game Pong [4] as one of the earliest arcade video 
games. VGA Controller handles communication with VGA 
screen and it is combined with modules for text generation and 
graphics memory. Game logic (scoring, ball and paddle 
movement) is handled by MicroBlaze. Paddle control has been 
done initially over the UART IP Core, but has changed (after 
system analysis) to less robust Joy Peripheral. This kind of 
approach brought additional time for modifications to graphics 
memory and this system module was upgraded with hardware 
sprites.  

The rest of the paper is organized as follows: section 2 
gives the overview of the proposed system. Section 3 explains 
graphics modules and first approach for paddle movement. 
Section 4 explains modifications done after system analysis. 
Section 5 gives results of the proposed approach implemented 
on Pong game. Finally, section 6 gives some concluding 
remarks and plans for future research. 

II. SYSTEM OVERVIEW 

This paper recommends Embedded Engineering Learning 
Platform (E2LP) [5] as a platform for research projects based 
on FPGA. The E2LP provides an advanced hardware platform 
that consists of a low cost Spartan-6 Platform FPGA 
surrounded by a comprehensive collection of peripheral 
components that can be used to create a complex embedded 
system. Additionally, software IDE is developed to support 
usage of the board. In this paper Spartan-6 is used for VHDL 
configuration, movement control is done over joy buttons and 
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Figure 1. E2LP with MicroBlaze System and Joy Buttons 

 

 

Figure 2. Image Process on VGA Screen 

 

 

VGA controller is using VGA connector for connection to a 
VGA monitor. 

The central figure of the proposed system implemented on 
the E2LP is the MicroBlaze - soft 32-bit RISC processor. 
MicroBlaze [1] is implemented with Harvard memory 
architecture. Separate address spaces for instruction and data 
accesses are used. Both instruction and data interfaces of 
MicroBlaze are 32 bits. There is no separate access to I/O and 
memory (it uses memory mapped I/O). This system for Block 
RAM (BRAM) memory accesses uses Local Memory Bus 
(LMB) and Processor Local Bus (PLB).  

Software programming is not described in this paper, but it 
is done in “C” programing language on MicroBlaze. Every 
peripheral has driver with functions that are important to them. 
Some functions were just abstraction of peripheral’s native 
functionalities, but there were also functions with extra 
algorithms like object drawing. For accesses to peripherals 
AXI4-Lite IP Interface (AXI Lite) is used (Fig. 1). 

III. PHASE I 

This time phase of system evolution presents hardware with 
functionalities which, by themselves, are sufficient for game 
implementation. That means in this phase hardware is made of 
a graphics controller and a controller for paddle movement. 
The rest of the system, implemented in this phase, including 
scoring, ball and paddles drawing is implemented on 
MicroBlaze. Everything done here, will serve as a referent 
point for the phase II.  

A. VGA Controller 

VGA standard represents an easy way of forming images 
on the screen. An image is formed by placing successive pixels 
of the corresponding color, which are always placed from the 
relative position (0, 0) until the end of the starting line (in the 
case of 640x480 screen, it is pixel at position (0, 639)), when 
switching to the next line and so on until the end (in the case of 
640x480 screen, it is pixel at position (479, 639)) (Fig. 2).  

VGA interface defines 4 digital and 3 analog signals. 
Digital signals are used for synchronization and positioning. 
The end of setting a single screen line is signalized by a 
horizontal synchronization signal (hsync). Vertical 
synchronization signal (vsync) is signalizing the completion of 
setting the entire image on the screen. Signals for positioning 
are indicating which row and column are going to be set on the 
screen. Analog signals are used to determine the color which is 

going to be displayed at a given position. The color is formed 
by combining the illumination intensity of three RGB format 
components. The intensity of each color is represented by 8 
bits; hence each pixel on the screen is represented by 24 bits.  

Screen content control relies on modules for text printing, 
graphics memory and set of registers. Using “pure” VGA 
controller directly with signals described above is complicated 
and it is not recommended. Because of that, these three 
modules were implemented to abstract VGA controller, and 
give simplified control for screen content. 

1) Text Printing: Printing text on the screen is based on 

addressing a specific symbol from the BRAM memory. The 

BRAM memory contains predefined values as symbol 

representation for each symbol from a set of given symbols. 

Symbols are defined as 8x8 binary values. Giving symbol 

address, current row and column, module generates screen 

output value (Fig. 3). This module organizes screen in 

partitions. One partition is representing 8x8 pixels from the 

screen. Memory word stores address of a symbol and it maps 

one screen partition. This means it is only possible to set 

symbol to fit one of these partitions, not to a random position. 

2) Graphics Memory: Graphics memory is used as an 

extra layer for printing desired values on the screen. The 

words in this memory are 32 bits wide and represent 32 

successive pixels on the screen. Successive locations in 

memory are mapped to successive positions on the screen. At 

the end of each line of the screen, the memory locations wrap 

to the beginning of the next line. Graphics memory is accessed 

every time when value for the current position on screen is 

requested (also as text memory). Each of bits indicates which 

of the two predefined colors will be chosen for current point 

position. This kind of organization leads to easy screen 

content control, and everything is executed from MicroBlaze. 

Also, VGA controller generates interrupts which are processed 
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Figure 5. Project Results after Phase I 
 

 

Figure 4. VGA Peripheral – Phase I 

 

 

Figure 3. Text Module 

 
by LogiCORE™ IP AXI Interrupt Controller (AXI INTC). 

These interrupts could be used as the clock for screen content 

refreshment (Fig. 4). 

3) Registers: Some of the values for graphics modules are 

stored here. They define graphical mode, border line and 

colors (foreground, background and border). Registers for 

graphical mode determine whether the memory for both 

modules forms a picture, or the memory for just one module. 

Border line refers to the whole screen border and it can be set 

or not. This module is also accessible from MicroBlaze, and 

register content can be controlled from there.  

B. Paddle Movement Controller (PMC) 

The system uses the LogiCORE™ IP AXI Universal 
Asynchronous Receiver Transmitter Lite (UART Core) [6] to 
redirect commands from keyboard to the MicroBlaze. UART 
Core provides interface between UART signals and the 
Advanced Microcontroller Bus Architecture (AMBA) and also 
provides a controller interface for asynchronous serial data 
transfer. UART Core is enabling usage of keyboard buttons, 
but they must be filtered for reaction on specific buttons. In this 
case “S” and “K” keyboard buttons are used to move paddles 
up, and “X” and “M” buttons are used to move paddles down. 
This process is handled from MicroBlaze.   

IV. PHASE II 

The first phase concentrated on implementation of the basic 
Pong game. In the second phase, which is the main 
contribution of this paper, Pong was reconstructed using 
MicroBlaze and IP Cores as representative solutions for 

systems based on FPGA with the goal of accelerating the 
graphic processing and a broader usage of E2LP platform to 
make playing more user-friendly. Functionalities are 
implemented from both software and hardware sides. Phase II 
upgrades the system (Fig. 6), based on comparison to the 
similar systems and directly comparing software with hardware 
from phase I (Fig. 4). 

A. Joy Peripheral 

Joy Peripheral (Fig. 7) holds PMC functionality and logic 

that is easy to handle. It controls signals from E2LP Joy 

buttons (Fig. 1). For purpose of this system implementation 

two instances of Joy Peripheral are used, controlling signals 

from buttons JOY1 and JOY4 (for up paddles direction) and 

JOY0 and JOY3 (for down paddles direction). Paddle control is 

based on Joy Peripheral interrupts handled from MicroBlaze. 

Interrupts are triggered at the moment when peripheral state is 

changed, and this depends on signals coming from JOY 

buttons. 

Three states are defined, and here is an example for one 

instance: 

1) UP: Peripheral state UP is set when button JOY1 is 

pressed, but JOY0 is not pressed. 

2) DOWN: Peripheral state DOWN is set when button 

JOY0 is pressed, but JOY1 is not pressed. 

3) IDLE: Peripheral state IDLE is set in cases which are 

not defined in 1 and 2. 

After interrupt happens, defined state register holds current 

peripheral’s state. Accessing to this register from MicroBlaze, 

paddle position on the screen can be updated. 

B. Hardware Sprites 

In the phase I object drawing is done by setting values that 
represent objects to graphics memory; every time when object 
changes its position graphics memory must be updated. This 
kind of approach has complex processing which must be 
provided by the MicroBlaze, particularly because memory 
architecture (32-bit words) for graphics memory is not ideal for 
setting object of any size to random position. Also, simply 
setting two objects to the same memory word will result in 
overwriting the first of these two. Because of this behavior, 
software side must handle this relatively complex situation.  

In early video gaming, hardware sprites were a method of 
compositing separate bitmaps so that they appear to be part of a 
single image on a screen. Simple arcade games often work with 
predefined graphics objects, which fully meet the definition of 
hardware sprites. It enables much easier screen content control 
and that is the reason why they are implemented here. In 
contrast to the full control of an object drawing, which must be 
provided from the MicroBlaze, this kind of approach 
dramatically reduces effort on software side. All that is 
necessary is to fill the memory with sprite bite representation 
and then control them by setting starting pixel’s position. This 
process is similar to text printing described in section 3, only it 
has better resolution defined with 4x4 pixels partitions and it 
uses blocks to represent one sprite. Block is defined by number 
of cells in row and column. For example, block for ball sprite 
contains 4x4 partitions (16x16 pixels). Sprite memory is 
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Figure 6. VGA Peripheral – Phase II 

 

 

 

Figure 7. Joy Peripheral 

 

representing sprites on the screen. While writing to this 
memory, it is necessary to provide starting address from 
BRAM memory for current sprite and number of rows and 
columns (cells) occupied with this sprite. 

Sprites implemented here are not static. Sprite can be 
rotated and shifted to create simple animations effect.  This 
procedure uses sprite bite representation and modifies output 
depending of function demanded.  

Supported functions are: 

1) Rotation: Using original sprite, simulates rotation for 

90, 180 or 270 degrees.  

2) Shifting: Shifts original sprite for the given number of 

bits. 

V. RESULTS 

PMC over UART Core, described in section 2 (also 

proposed by Ke, Eric and Winston [2]) is large overhead for 

this kind of systems. Paddle movement is controlled with 4 

buttons and it is unnecessary to include whole UART Core for 

that. After comparing PMC from section 2 with Armandas’s 

[3] Nintendo Controllers, it was clear that it is better to have 

simple peripheral for PMC. Also, comparing to Armandas, 

including peripheral to MicroBlaze is much easier than 

creating new peripheral for system proposed by Armandas. 

Very important fact is that peripheral in that kind of systems 

must be considered from the beginning. Adding features like 

this in the middle of project progress can be very complex (or 

impossible), which is not case with system that proposes this 

paper. 

Graphics memory seems to be sufficient from the 

beginning, but after increased effort needed on software side it 

was clear that extra abstraction layer for graphics 

functionalities is necessary. Hardware Sprites were good 

solution, and this is confirmed by results of measuring 

execution time needed for drawing objects in phase I and 

phase II (Table I). Drawing object, in phase I, depends of 

object position, so execution time is not always the same. For 

this case, time in table I represents average value from 1000 

samples of the same object drawing. In phase II there are no 

variations like in phase I; every sample within 1000 lasts 

equally. Phase II extremely reduced execution time compared 

to phase I in object drawing.  

Extra features are also included to hardware sprites. It is 

possible to create simple animations, gaining user experience 

with rotation and shifting functionalities. Approach proposed 

by Armandas uses multiple sprites to represent different states 

of an animation (also possible here). Comparing to this 

approach, there is no need to store manually every image 

necessary for an animation, but they can be used only for 

simple animations. 

TABLE I.  OBJECTS DRAWING COMPARISON 

 

Execution time  

Phase I Phase II 

Ball 6804 ns 7 ns 

Paddle 7785 ns 7 ns 

VI. CONCLUSIONS  

The advantage of using MicroBlaze as a representative 

solution is the design flexibility during the progress of the 

system development. System’s modules which require a lot of 

effort to be done by processor (software part of a system) can 

be reduced with hardware implementation of certain 

functionalities. Also, hardware modules of a system can be 

modified and their evolution brings better experience and 

easier development to the rest of the system. Choosing 

platform for research is also important. E2LP has wide range 

of peripherals and it is possible to use them to improve a 

system. 

In the future research, system will be further improved to 

become a framework to support simple game generally, not to 

be bound to Pong game. Rotation will be considered to 

support any degree set. Also, more functionality for hardware 

sprites will be considered. 
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Abstract—With constant increasing of digital TV receivers 
complexity and constant need for reducing the product time-to-
market - the development of reliable and effective system for 
automatic testing of digital TV receivers becomes highly 
desirable. This paper proposes system for automatic testing of 
Android based digital TV receivers which is able to cover the 
entire process of product testing – from requirement definition, 
through verification test plan creation, automatic test cases 
execution and testing reports generation. System consists of web 
tool responsible for requirement and test management and stand-
alone application responsible for automatic tests execution based 
on Black Box Testing methodology.  

Keywords-digital tv receiver, android, black box testing, set-top 
box, automated testing 

I.  INTRODUCTION 

Modern receivers of digital TV signal offer a lot of 
different functionalities to end users, with a tendency to 
increase these functionalities with each new generation [1]. 
Standard set of TV features such as live TV channels playback 
(DVB-T, DVB-C, DVB-S), electronic program guide (EPG), 
Teletext, Subtitles, MHEG, personal video recorder (PVR), 
picture-in-picture (PiP) is extended with introduction of the 
Internet in the sphere of digital television. New features such as 
IPTV channels playback, hybrid broadcast broadband TV 
(HbbTV), video on demand (VOD), catch-up TV emerged. 

With increasing hardware capabilities modern receivers 
become capable of executing complex applications written in 
Java programing language and besides traditional TV receivers 
based on Linux operating systems, new generation of TV 
receivers based on Android operating system appears. 

With introduction of Android to digital television [2][3] - 
set of TV features is expanded with new features supported 
within Android OS. Besides TV functionalities Android OS 
offers a lot of interactive and non-interactive services and 
applications that can be installed and executed on the digital 
TV receivers. 

With such increased complexity functional testing of TV 
receivers became very challenging and time demanding task. A 
minimal set of test cases required for testing of such complex 

system is 2.000. Some real examples (Android based Set-top 
box) showed that it takes approximately 5-10 minutes to carry 
out one test case manually. So execution of test suite that 
contains 2.000 test cases requires more than 20 working days. 
If it is assumed that in development phase of the project 
software release is typically launched each two weeks it is 
obvious that even in this stage manual testing is not acceptable. 
Manual testing is time-consuming and requires a lot of human 
resources. In later stages of project - software releases are more 
frequent and it is required that tests are executed frequently and 
repetitively so the human effort must be even more increased. 

Therefore, manual testing of Android based digital TV 
receiver as a time consuming, human effort consuming and 
prone to errors due to manual mistakes, needs to be replaced 
with effective and reliable automated test system. 

Currently available systems for testing of digital TV 
receivers are handling only test management process which 
facilitates manual testing or are capable to automatize small set 
of test cases needed for testing complex digital TV receivers.  

One of the attempts for creating system which is able to 
cover all segments of verification and testing process of TV 
receivers is presented in [4]. This solution handles test 
management, test execution and reporting process during TV 
receivers’ verification and testing. 

This paper presents improvement of previously mentioned 
solution in the section of test management, reporting process 
and extension of test execution part with support for Android-
specific feature testing. Test management and reporting are 
integral part of web tool so access to tests and results of test 
execution is possible from anywhere, at any time. Solution is 
able to cover the entire process of digital TV receiver testing – 
from initial requirement definition, through creation of 
verification test plan, automatic test cases execution and 
generating reports of testing. It is capable to automatize large 
part of the tests needed for reliable and effective testing of 
digital TV receivers based on Android OS.  

The rest of the paper is organized as follows: Section II 
gives general overview of the proposed system for automatic 
testing. In Section III web-tool responsible for requirement and 
test management, test plan management and reporting is 
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presented. Section IV gives detailed description of module for 
automatic execution of test cases using Black Box Testing 
methodology (BBT). The conclusions are drawn in Section V. 

II.  THE PROPOSED SYSTEM FOR AUTOMATIC TESTING 

General overview of the proposed system is depicted in Fig. 
1. Central part of the system is server which is accessed by 
clients that may require different services, such as requirement 
management, test management, test plan management, 
automatic test execution and report generation. Web based 
client application is used to provide access to all services of the 
server except automatic test execution using REST 
(Representational state transfer) services exposed by server. 
For automatic test execution, stand-alone Executor application 
is used together with appropriate hardware for test execution. 
Application uses test plans made through web based client 
application to autonomously execute tests. After tests are 
executed, results of execution can be obtained through web 
based client application. Executor application uses SOAP 
(Simple Object Access protocol) web service exposed by 
server to retrieve test plan information and submit execution 
results. 
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Figure 1. General system overview 

III.  REQUIREMENT AND TEST MANAGEMENT 

Requirement and test management is implemented as web 
application which consists of four main sections (Fig 2.): 

• Requirement management 

• Test management 

• Test planning 

• Reporting 

Execution report

PRS

VTPRequirements

Test definition

Test cases

Test plans

Requirement 

management

Test 

management

Test plan 

management Reporting

 
Figure 2. Requirement and test management application 

Each section is represented as a top level node in a project 
tree. Project tree is the main interaction point with user, with all 
important application functions exposed in form of context 
menu options applicable on tree nodes. 

Requirement management section is responsible for 
creation, modification and maintenance of project requirements 
specifications and project requirements. It provides options 
such as creating/editing/deleting of requirements specifications 
and requirements, assigning test definition to requirement, 
assigning documents to requirements and requirements 
specifications. 

Test management section is responsible for creation, 
modification and maintenance of test suites, test definitions and 
test cases. It provides options such as creating/editing/deleting 
of test suites, test definitions and test cases, establishing 
relation between requirement and test definition, assigning 
documents to test suites and test definitions. For automatic and 
semi-automatic test cases test scripts can be added and 
modified in embedded Python script editor.  Referent picture, 
video, audio and text files needed for automatic and semi- 
automatic test cases can be assigning to each test case.  

Test plan management section is responsible for creation, 
modification and maintenance of execution test plans. This 
module enables composing of test plans by simply dropping 
test suites from test section into test plan, assigning users to test 
suites or test cases, assigning configuration for testing to test 
cases which defines devices and modules necessary for test 
execution (device under test, signal sources, grabber devices, 
remote control devices, algorithms, etc.). Execution of manual 
test cases is also possible within this section. It provides 
detailed description of test with the name of the test case, list of 
equipment necessary for test execution, description of test case, 
instructions how to setup test environment, list of inputs for 
test, test steps that needs to be executed. Test execution time is 
measured for each test execution. Outcome of each test may 
create/update issue in issue tracking systems such as Redmine 
if required. 

Reporting section provides export of all data necessary for 
Project Requirement Specification (PRS) and Verification Test 
Plan (VTP) as well as reports of test plan executions. There are 
two types of test plan execution reports. Report for one test run 
where summary status of one execution is given, together with 
following information for each test case: test case name, 
description, execution result, bug opened in issue tracking 
system if test is failed, execution comment, duration of test 
execution, name of the tester/station that executed the test. 
Another type of report is test plan comparison report where 
execution status of each test through different test runs can be 
monitored. This report makes it easier to track project progress 
and to monitor what features are fixed and what are broken for 
each software release. It gives summary status of execution 
results through releases as shown on Fig 3. which facilitates 
project progress tracking and gives overview of quality and 
reliability of the device under testing. All results are available 
through web application or can be exported to different types 
of documents. 
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Figure 3. Test execution results 

IV.  MODULE FOR AUTOMATIC TEST EXECUTION 

Executor is stand-alone application used to run automatic 
tests written in Python scripting language. Application uses test 
plans made in web application to execute tests. Application 
uses SOAP web service exposed by server to retrieve test plans 
and execution resources, as well as to submit execution results. 

Black Box Testing (BBT) approach is used for automatic 
verification of digital TV receivers [5] that is described in this 
paper. TV receiver is considered as black box with unknown 
software/hardware architecture. Based on the test inputs, TV 
receiver produces outputs which are compared to the expected 
(referent) outputs in order to determine if STB is correctly 
functioning.  

Executor application is able to control a large set of 
hardware and software modules needed for testing. Minimal set 
of hardware modules (controlled by Executor) required for 
testing of Android based digital TV receiver (Fig 4.) consists 
of:  

1) PC with Executor application 
2) DVB-T, DVB-C and DVB-S stream modulators 
3) Realtime audio video capturing device 
4) Remote controller emulator 
5) Power switch devices 

 
Figure 4. System for automatic testing  

DVB-T, DVB-C and DVB-S stream modulators are used 
as signal generators which provide known input signals. Real-
time audio/video capturing device [6] is used for image, video 
and audio capturing from different output interfaces which 
receiver might have (HDMI, S/PDIF, CVBS, SCART, 
COMPONENT, etc.). Device communicates with PC through 
network interface and transfers grabbed data to PC for further 
analysis. Remote controller emulator [7] is used to bring the 
Device Under Testing (DUT) to desired state. Power switch 
devices are intended for electrical power off/on of the DUT. 

Minimal set of software modules (controlled by Executor) 
required for testing of Android based digital TV receiver 
consists of: 

1) Picture Block Compare module 
2) Optical Character Recognition module 
3) Video Quality Assessment module 
4) Audio Quality Assessment module 
5) Audio Compare module 
6) Android Debug Bridge module 

 
Picture Block Compare algorithm [8] is used to compare 

picture captured from DUT output to referent picture. Result 
of algorithm is percent of matching of two pictures. It supports 
comparing of full pictures or only regions of the interest. It is 
commonly used for graphical user interface testing in Android 
applications, or for assess of image quality in digital television 
systems [9]. 

Optical Character Recognition module is used for 
extracting text from captured images. It is suitable in cases 
when we need to confirm that certain text appears on the 
image. It is commonly used for checking if EPG data is 
displayed correctly, if service list contains correct data, if UI is 
correctly displayed, if Teletext and Subtitles data are displayed 
correctly, etc. 

Video Quality Assessment module contains a set of video 
analysis algorithms for analyzing video content in real time. 
Some of the available algorithms: blocking detection, freezing 
detection [10], black screen detection, packet loss, blurring, 
ringing. It is used for video decoding testing, video quality 
assessment of live and multimedia playback, testing of PVR, 
VoD or YouTube video playback. 

Audio Quality Assessment module contains a set of audio 
analysis algorithms for analyzing audio content in real time. 
Some of the available algorithms: audio absence detection, 
audio level measurement, audio discontinuities (click), audio 
clipping. It is used for audio decoding testing, audio quality 
assessment of live and multimedia playback, PVR, VoD, 
YouTube audio testing. 

Audio compare module allows comparison between two 
audio streams. Actual audio output of the DUT recorded with 
real-time audio/video capturing device is compared with the 
referent (expected) output. Signals are compared in frequency 
domain. It is used for audio decoding testing when expected 
audio output is known. 

Android Debug Bridge (adb) module [11] is used for 
controlling of adb tool that is available on Android TV 
receivers. Adb provides many functions that can be used 
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during testing of Android based STB. Some of the functions 
are: obtaining log data from DUT which makes debugging 
process easier, performing of factory reset procedure on DUT, 
checking if DUT has internet connection, performing reboot of 
DUT, sending key events to DUT, starting of different 
applications that need to be tested, testing of functionalities 
such as video, audio and image decoding by starting 
appropriate application (VideoView, ImageView) and checking 
displayed content, pulling the desired files from the board for 
easier debugging, taking snapshots of user interface , etc. 

V. CONCLUSION 

This paper proposes system for automatic testing of 
Android based digital TV receivers using black box testing 
approach. Solution covers entire process of digital TV receiver 
testing – requirement definition, verification test plan creation, 
automatic test cases execution and report generation.  

Presented system for automatic testing can be used for 
functional testing, regression testing, performance testing and 
stress testing of TV receivers. It improves accuracy, saves time 
and human effort in comparison to manual testing. It also 
enables automatic execution of tests that cannot be executed 
manually (audio/video synchronization tests, testing of 
playback trick modes such as fast forward and rewind, frame 
drops detection, measurement of GUI response). 

For each executed test case system provides its execution 
status, captured images, recorded video and audio data and log 
data obtained during test execution. For failed test cases 
notification which test step failed and how to reproduce bug is 
available together with bug opened in issue tracking system. 
System facilitates project progress tracking and gives overview 
of quality and reliability of the device under testing – which is 
used for assessment when is DUT ready for market. 
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Abstract— The proposed override control system consists of 

two anti-reset windup controllers, common actuator and a 

limiter, surrounded by pre and post biproper filters. Pre-

filter is inverse of the post-filter. The desired limit on the 

override variable and its set-point are defined by output of 

the limiter. Signal selector is not applied in the proposed 

structure. Other characteristic feature of the proposed 

solution, compared to standard one, is that the override 

variable response is obtained practically without 

overshoot. Procedure for adjusting parameters of the post-

filter are defined and illustrated in detail. Simulation 

results are used to demonstrate the basic ideas. 

Experiment on a laboratory thermal plant with noisy 

measurements is used to confirm validity of the proposed 

solution. 

Keywords-PID control; Override control; Constraints; 

Dead-time compensation; Tuning 

I.  INTRODUCTION  

In many cases the number of variables to be controlled is 

higher then the number of manipulated variables. Override and 

cascade control are commonly applied to solve this control 

problem at the regulatory control level. In the present paper a 

new, effective solution for override control system design and 

tuning is proposed and experimentally verified. 

In override control, one variable is a primary controlled 

variable yp and have to be maintained at a given reference 

value rp (or close as much as possible), but in such way that 

the override variable yo had to be limited to a value ro, defined 

in [1] as the soft constraint.  

Block diagram of a standard override controller is presented 

in Fig. 1. Actuator output w is used as external reset feedback, 

common to both anti-reset windup controllers Cp and Co. Two 

controller outputs are connected to a signal selector (min or 

max). The controller demanding higher or lower actuator 

output w will override the other. In the normal operating 

regime, this controller is the primary one, Cp. Stability of this 

standard override control system is considered in [2]. 
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Figure 1. Block diagram of a standard override control system: primary 

controller Cp and override controller Co connected to the common actuator AC 
trough the min/max selector. 

Suppose that primary yp and override yo variables are 

defined by yp=Gpw and yo=Gow, where Gp and Go are some 

process transfer functions.  It is adopted that the selector in 

Fig. 1 is of a min type. In this case, when override variable yo 

approaches closely to its limit ro, then output signal uo 

decreases. When it drops below the primary controller’s 

output up, it is selected as actuator input u. This means that the 

controller Co overrides the primary controller Cp, as 

demonstrated in Fig. 2 for the example with process transfer 

functions Gp and Go defined by:  
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and anti-reset windup PI controller used for the primary 

controller Cp and override controller Co, defined in Section 2. 

The basic problem with the override control in Fig. 1 is the 

overshoot in yo response following the set-point rp change.  

This is demonstrated in Fig. 3, for the above example defined 

by (1) and Fig. 1.  

Appearance of overshoot in Fig. 3 reduces performance of 

override control. This conclusion follows from the fact  that 

the override set-point ro (soft constraint) has to be set 

sufficiently far from the interlock trip point, denoted in [1] as 

the hard constraint. 
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In the present paper a new structure of the override control 

system is proposed in Section II. It enables to solve efficiently 

the above overshoot problem in the case of set-point rp change 

as well as in the presence of disturbances.  
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Figure 2. Control signals up (dashed), uo (dotted) and resulting u (solid) of 

override control system in Fig. 1, with selector of a min type. 
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Figure 3. Set-point (dashed) and process output (solid) responses of override 

control system in Fig. 1. Standard override controller Co can not prevent 

appearance of overshoot in the override variable yo. 

Design and tuning of the proposed override control system is 
presented in Section III. Then, for a laboratory thermal plant 
with noisy measurements, in Section IV the basic ideas are 
illustrated by simulation, and experimental results are used for 
final verification. 

II. PROPOSED STRUCTURE 

The proposed override control system is presented in Fig. 4. 

The characteristic feature of the proposed structure is the 

limiter surrounded with a biproper post-filter and its inverse, a 

pre-filter. Polynomial A2(s) is given by A2(s)=a2s
2
+a1s+a0, 

Fn(s)=1/(Tis+1)n is an nth order low-pass filter, n≥1, and L is a 

design parameter [3,4]. The same structure is used for the 

primary controller, with Fr(s)≡Fn(s). Obviously, first-order 

filter Fn(s) can be applied for a2=0, as in Table I. 

o
y )()(

2
sFsA

n

)(sFe
n

Ls−

)(
0

sFa
r

)(
11

0
sFa

r

−− u

w

p
r

p
y

o
r

p
u

 

Figure 4. Proposed override control system: primary controller Cp and 

override controller Co connected to the common actuator AC. Inside limits 

u(t)≡up(t) and override controller Co is inactive. Fr(s) is a biproper post-filter 

with Fr(0)=1. 

The proposed mechanism is simple and obvious. As the pre-

filter is used to be inverse of biproper post-filter, inside limits 

one obtains u(t)≡up(t) since the action of the override 

controller Co in Fig. 4 is cancelled. When the set-point ro(t) 

reaches the limit, the connection relating primary controller to 

actuator is broken and override controller Co is active with set-

point defined by a desired limit.  

The proposed structure is applied to the above example (1). 

To demonstrate advantages of the proposed override control 

system, the same PI controllers (a2=0, L=0, n=1) are used in 

the standard override control system, with results presented in 

Figs. 2-3, and in the proposed structure, used to obtain results 

in Fig. 5.  Parameters of PI controllers are given in Table I.  
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Figure 5. Set-point (dashed) and process output (solid) responses of the 

proposed override control system in Fig. 4. Dot line presents the desired limit 

for yo. 

TABLE I.  PARAMETERS OF APPLIED PI CONTROLLERS  

Controller a0 a1 Ti 

Override 0.5 2.5 5 

Primary 1.25 1.25 0.5 

 

Results presented in Fig. 5 confirm that the desired limit is 
almost strictly satisfied, by using the proposed override control 
system and the post-filter tuning derived in the next section. 
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III. DESIGN OF THE POST-FILTER 

Assume that both controllers in Fig. 4 are tuned to satisfy 
some desired performance/robustness trade-off, for a given 
dynamic process characterization yp=Gpw and yo=Gow defined 
by transfer functions Gp and Go. This means that the post-filter 
Fr(s) in Fig. 4 is designed assuming that Go  and controllers Cp 
and Co are known. 

Set-point response of yo is defined by transfer function  
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for Fr(s)≡1. To obtain fast set-point response of yo without the 

overshoot, the ideal form of the post-filter is obtained as the 

inverse of Gro(s). However, this implementation is not always 

possible, and it is proposed to use a rational function 

approximation of Gro(s). Since Gro(0)=1, this approximation is 

given by 
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Coefficients of polynomials C(s) and D(s) are determined by 

minimizing the following criteria 
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performed through iterations, for D0(iωk)≡0 and Ω∈
k

ω , 

{ }
K

ωωω ,...,,
21

=Ω , where Ω is a set of frequencies in the 

desired range. It should be observed that from (4) one obtains 

Gro(iωk)≈(1+CN(iωk))/(1+DN(iωk)) for Ω∈
k

ω , as required by 

(3), since for m=N it follows Dm-1(iωk) ≈Dm(iωk).  

Poles and zeros of (1+CN(s))/(1+DN(s)) in the left half s-

plane, close to the imaginary axes, are used to approximate 

dominant dynamics of Gro(s). Right Half s-Plane (RHP) zeros 

are excluded. Then, the biproper post-filter Fr(s) is designed as 

the inverse of dominant dynamics of Gro(s). To obtain the 

biproper post-filter Fr(s) in the form     
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some additional zeros (Tzs+1)
g
, defined by time constant Tz 

and order g, have to be included in polynomial 1+Br(s), to 

obtain the same order m of Br(s) and Ar(s) in (5). Further 

details will be demonstrated here and in the next section. 

For the example (1), the following approximation of Gro(s) 

is obtained from (4): 
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The biproper post-filter Fr(s), with time constant Tz=0.5 s, 

adopted as a trade-off between the performance and the high-

frequency gain Fr(∞), is given by 

2
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1)1)(0.5s+(4.1271s 
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+
=sF

r
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IV. SIMULATION AND EXPERIMENTAL RESULTS 

A laboratory thermal plant, with noisy measurements, is 

used to demonstrate in detail the basic ideas and properties of 

the proposed solution and to verify experimentally the validity 

of the override control system in Fig. 4. In this section, DTC-

PID controllers [3,4] are used as primary and override 

controller in the proposed override control system. 

The plant is presented in Fig. 6. The temperature T(x,t) of 

aluminum plate, long l=0.1 m and wide h=0.03 m, is measured 

by precision sensors LM35 (TO92) at positions x=0 and x=l. 

The plate is heated by terminal adjustable regulator LM317 

(TO 220) at x=0. The input to the heater is the manipulated 

variable w(t), obtained from the saturation element with limits 

llow=0% and lhigh=100% [4]:  
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The primary controlled variable is yp(t)=T(l,t) [
°
C], while 

measurement at the position x=0 of the heater is used as the 
override variable yo(t)=T(0,t), to keep the temperature T(0,t) 

below 59 °C. 

 

Figure  6. Laboratory thermal plant: 1- heater, 2- sensor at x=0, 3- sensor at x=l. 

For the nominal regime, defined by the T(l,t)≈50 
o
C, the 

open-loop system responses of both outputs yp(t) and yo(t), 

obtained by applying a PRBS signal w(t), are used to 

determine 100
th

-order ARX models, approximated then with 

the following models yp=Gpw and yo=Gow:  
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Both DTC-PID controllers are defined by the structure of 
the override controller in Fig. 4, with Fr(s)≡Fn(s) used in the 
primary controller, as in [4]. In both controllers fourth-order 
filter Fn(s)=1/(Tis+1)

4
 is used. Parameters of DTC-PID 

controllers in Table II are obtained by optimization under 
constraints on the robustness and sensitivity to measurement 
noise [4]. 

TABLE II.  PARAMETERS OF APPLIED DTC-PID CONTROLLERS  

Controller a0 a1 a2 Ti L 

Override 14.276 265.983 1649.6 2.2191 0.1493 

Primary 10.906 730.446 12785 5.0806 17.569 

 

The following approximation of Gro(s) is obtained from (4): 
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Frequency responses of Gro(s) in (2) are used to define the 

desired range of frequencies Ω∈
k

ω . It is proposed to use set 

of frequencies where amplitude characteristic of Gro(s) is 

greater than -60dB. Frequency responses of Gro(s) in (2), and 

its approximation (8), are presented in Fig. 7.  

Filter Fr(s) is obtained by applying design procedure (4)-(5) 

and taking into account only dominant poles and zeros of 

approximation (8). RHP zero s=4.576 and non-dominated pole 

s=–2.167 are neglected. Then, RHP zeros defined by 

( 15.14737.02
+− ss )=0 are neglected, and this term is 

replaced with ( 17 +s )
2
 to obtain biproper Fr(s) defined by: 
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Time constant Tz=7 s is adopted as a trade-off between the 

performance and high-frequency gain, to obtain Fr(∞)≈3 as in 

the previous example with responses presented in Fig. 5. 

Simulation of the laboratory thermal plant is performed 

first, by applying models Gp(s) and Go(s) in (7) in the loop 

with the proposed override control system defined by Fig. 4, 

Table II and post-filter (9).  

Results of this simulation, presented in Fig. 8, are obtained 

as follows. Limit for yo(t) is set to romax=6.5 
o
C. A band-

limited white noise is added to both variables, yp(t) and  yo(t). 

It is obtained from a band-limited white noise generator, with 

power PSD=0.0015 and cut-off frequency ωC=π/0.5 rad/s. 

10
-3

10
-2

10
-1

10
0

10
1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

Frequency [rad/sec]

A
m

p
li
tu

d
e

 

10
-3

10
-2

10
-1

10
0

10
1

-200

-150

-100

-50

0

50

100

150

200

Frequency [rad/sec]

P
h

a
s
e

 [
d

e
g

]

 

Figure 7. Frequency responses of Gro(s) (solid) and its approximation 
(1+C(s))/(1+D(s)) (dashed), obtained for p=q=6 in (3).  

A step set-point rp(t) of amplitude 5 0C  is activated at t=100 

s. The set-point ro(t) is generated, followed by the override 

variable yo(t), regardless the fact that the override controller is 

inactive until ro(t) becomes equal to the desired limit. When 

ro(t) becomes equal to the desired limit, action of the override 

controller provides that the desired limit on override variable 

is strictly satisfied, as demonstrated in Fig. 8a.  

To illustrate performance of the proposed override control 

system in the presence of an unmeasurable load disturbance, a 

−5% step change of the control variable is inserted at time 

t=600 s and deactivated at t=1000 s.  

Results of experimental verification of the proposed 

override control system in the loop with the real laboratory 

thermal plant are presented in Fig. 9. As in the simulation, set-

point change of the primary variable equals 5 oC, from the 

nominal value of 45 
o
C.  

In this case, limit on yo(t), given by romax=59 
o
C, and the new 

operating point are adjusted to demonstrate performance of the 

proposed override control in the vicinity of the desired limit. 

In the presence of unmeasurable disturbances, the desired 

override limit is not exceeded due to fast reaction of the 

override controller, as demonstrated in Fig. 9a.   
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Figure 8. Closed-loop simulation of the laboratory thermal plant, models Gp(s) 

and Go(s) in (7) in the loop with the proposed override control system in Fig. 

4: a) Set-points ro(t) and rp(t) (dashed), yo(t) and yp(t) (solid), and desired limit 

for yo(t) (dotted); b) control w(t). A step change of control is activated at 

t=600 s and deactivated at t=1000 s.  

V. CONCLUSIONS 

Advances in PID like control algorithms are still of great 

importance, since, as demonstrated in [5] and confirmed 

recently in [6], PID controller still predominates on the 

regulatory control level. The proposed override controller 

offers an effective mechanism to deal with constraints in 

actuator and constraints on the process outputs at the 

regulatory control level. Tuning of this override controller is 

defined by the proposed tuning of the filter Fr(s), taking into 

account that tuning procedures for PID and DTC-PID 

controllers are defined in the available literature. 

Set-point filters are mostly applied to avoid abrupt 

changes of controlled and control variables. However, there 

are examples when a fast reaction on the set-point obtained 

from higher control levels is required and constraints on 

controlled and control variables allow such implementation. In 

these cases, a desired set-point following performance can be 

obtained if the procedure proposed to design and tune filter 

Fr(s) is applied to define set-point filters for controllers on the 

regulatory control level.  
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Figure 9. Responses of the laboratory thermal plant in the loop with the 

proposed override controller. At t=300 s the set-point rp(t) is changed from 45 
0C to 50 0C: a) Set-points ro(t) and rp(t) (dashed), yo(t) and yp(t) (solid), and 

desired limit for yo(t) (dotted); b) control w(t). The desired override limit is not 

exceeded in the presence of unmeasurable disturbances. 

Finally, in cascade control systems, a limiter is frequently 

applied on the inner loop set-point to keep the secondary 

output below the safety limit. In this case, the procedure 

proposed to design and tune filter Fr(s) can be directly applied 

to avoid the overshoot. This is important to avoid action of 

safety devices, very costly to plant operation. 
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Abstract – This paper addresses the problem of designing 

complex controllers for unstable industrial processes with 

transport delay under constraints on robustness and 

performance. The solution to the control design problem is 

obtained in a non-rational form which is rationalized by using 

various methods. The paper also presents a comparative analysis 

of different approximation techniques. By means of numerical 

simulations it has been shown that the proposed methods lead to 

adequate performance and robustness indices. 

Keywords – Rational approximations, Complex controller, 

Robustness, Frequency domain. 

I. INTRODUCTION 

The paper considers the problem of designing complex 
controllers of unstable industrial processes including transport 
delays, observing the restrictions on performance and 
robustness.  When designing complex controllers for unstable 
processes with transport delays, a time-delay may also appear 
within the transfer function of the controller C(s). Thus, after 
the design phase, the controller transfer function is not rational 
and one often encounters internal instability. This internal 
instability in the controller appears as one or more unstable 
dipoles, i.e. pairs of poles and zeros at the same points at the 
right half-plane of the s-plane. Elimination of the intrnal 
instability by means of suitable rational approximations of the 
controller transfer function is an intrinsic step in solving the 
control problem under consideration, and thus represents a key 
motivator for the present paper. Several methods of rational 
approximation of C(s) are considered in the present paper. 

It is well known that nearly 94% of feedbacks in industry is 
realized by PI/PID controllers [1], while this percentage is over 
97% in petrochemical industry [2, 3]. Owing to this high 
significance of PI/PID, the efficient and simple procedures for 
tuning of parameters of industrial controllers have been 
developed [4, 5], as well as the optimization procedures [6-19] 
for designing PI/PID with minimum IAE, observing the 
restrictions on robustness, which meets the criterion presented 
in [22]. 

In addition to  the previously mentioned methods, there are 
methods for designing PID controllers derived from IMC 
controller [23-25]. For IMC method of designing controllers 
there is one adjustable parameter λ which, for a narrow class of 
processes, directly influences the time constant of the closed 

loop system. Response to a Heaviside disturbance of the 
process controlled by a controller obtained by IMC method is 
dependent on the dominant dynamics of the process. E.g. if the 
process has dominant oscillatory dynamics, responces to any 
disturbance will be oscillatory.  

 The problem of control of complex processes (multiple 
instabilities, multiple astatisms, dominant time delay) can not 
be solved adequately by applying PID controller, the basic 
reason for developing methods of designing complex 
controllers. For the purpose of  accomplishing adequate indices 
of robustness and performance for a wide class of stable and 
unstable processes new methods [26-29] have been developed 
for determination of complex controllers based on modified 
IMC structure. However, the rules of design of complex 
controllers by applying these methods have not been defined 
for the general form of process transfer function Gp(s), but they 
are defined for specific classes of processes Gp(s) [26-29]. 
Controller C(s) and its rational approximation defined in [31] is 
designed for the general form of the process  transfer function 
Gp(s)=H(s)exp(-τs)/Q(s) under restrictions on robustness and 
sensitivity to measurment noise.      

Adjustable parameters of a complex controller C(s) are time 
constant λ and factor of relative damping ζ of dominant poles 
of the process in closed loop with controller C(s), as in [6].   
Adjusting of parameter ζ allows achieving compromise 
between indices of robustness and performance, which is not 
possible for complex controllers designed by IMC [23-25] or 
by modified IMC [26-29]. 

Through a series of simulations of a wide class of industrial 
processes a comparison of different methods of rational 
approximation of C(s) in order to achieve an adequate index 
performance/robustness and internal stability of the controller 
has been obtained. 

II. COMPARATIVE ANALYSIS OF SEVERAL METHODS OF 

RATIONAL APPROXIMATION OF INTERNALLY UNSTABLE 

CONTROLLERS 

The control structure with C(s) controller is presented in 
Fig. 1. Gff(s) describes the feed forward from the set point ysp to 
control signal u and will not be considered here. For a wide 
class of transfer functions of industrial processes  is 

p
( ) ( ) / ( )s

G s H s e Q s
τ−= , where Q(s) and H(s) are polynomials 
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Figure 1.  Control structure with controller C(s) 

of the order deg ( ) deg ( ) 0Q s n H s= ≥ = and H(0)≠0. 
Complementary sensitivity function of the  controlled process 
Gp(s) of Fig. 1 is given by  relation 

p
( ) ( ) /(1 ( ))T s L s L s= + [32], 

the function of feedback transfer being of the form 

p
( ) ( ) ( )L s C s G s= . Let  the desired complementary sensitivity 

function T(s) is given by 
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j
η ∈� , 1,j n= , determined on the basis of desired 

peerformance of the closed loop system. From relation (1) 
controller C(s) for process transfer function Gp(s) for maximum 
attenuation of disturbance d or n is defined as 
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where ( ) ( ) ( )sF s P s e N sτ−= − , [30]. 

In general, parameters 
1
,

n
η η  are determined to achieve 

cancelling of poles of process Gp(s) and zeros of function F(s), 
[29], where for unstable processes an internal instability arises 
in complex controller (2). 

Free parameters of complex controller (2) are time constant 
0λ >  and factor of relative damping 0ζ >  of the closed loop 

system, as in [6,30]. Damping factor introduced in the complex 
controller design plays a significant role in accomplishing a 
compromise between the performance and robustness indeces. 
It should be mentioned that parameter ζ  affects sensitivity to 
the measurement noise at high frequencies Mn, 

  
n

p

(i )
lim

1 (i ) (i )

C
M

C Gω

ω
ω ω→∞

=
+

, (3) 

In order to accomplish a compromise between the desired 
performance IAE and Ms= max

ω
|1/(1+L(iω))|, time constant λ 

should fullfil condition 

 
p s

,
max 1/(1 (i ) (i ))C G M

ω λ
ω ω+ = . (4) 

Given ζ and Ms (4), time constant λ  is determined by 
solving two nonlinear algebraic equations 

 
2

2

p s1 ( ) ( ) 1/ 0C i G i Mω ω+ − = , (5) 

 
2

p(1 (i ) (i ) ) / 0C Gω ω ω∂ + ∂ = , (6) 

as in [6, 30]. The initial choice of parameter ζ should be ζ=1 
and parameter λ from the vicinity of the estimated transport 
delay. By determining time constant λ for different values of 
parameter ζ, one achieves compromise between values  IAE, 
Mn, and Mp=max

ω
| L(iω)/(1+L(iω))|, under condition that in the 

case of an unstable process Gp(s) the unstable dipole in 
controller C(s) is removed. 

      In order to remove the unstable dipole, if it exists in the 
controller, several methods found in the literature reduce to 
application of  Padé approximation. 

A. Padé  approximation of controller C(s)  

Padé approximation is one od the most frequent rational 
approximations met in the control systems and wider. It can be 
calculated as follows [26,31] 

 0LZG

/ 1

0

ˆ( ) ( )

N j

jj

N N N i

ii

d s

C s C s

s c s

=
−

=

≈ =
∑

∑
, (7) 

where N is the user-specified controller order to achieve the 
desirable performance specification for the load disturbance 
rejection, and 

i
c and 

j
d are determined by the following two 

linear matrix equations. 

 

0 0 0
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⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

�

�

� � � � � � �
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, (8) 
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where ( ) (0) / !, 1,2 1i

i
b f i i N= = − are the Maclaurin coefficients 

of ( ) ( )f s sC s=  and 
0
c should be taken as 

0

1, if 0

1,if 0

i

i

c
c

c

≥⎧
= ⎨− <⎩

. 

In this way, under certain conditions on parameters λ, ζ, and N, 
the internal instability of controller C(s) can be removed. 
However, the obtained controller LZG

/
ˆ ( )
N N

C s is not always an 
adequate approximation of C(s) thus index 
robustness/performace could be impaired. For this reason in 
[29, 30] other methods of rational approximation are met.  

The method of rational approximation of C(s) applied in 
[29] in essence also makes use of Padé approximation in the 
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following way. The obtained controller C(s) from (2) is first 
decomposed in the form 

 ( ) ( ) ( )
( )

( ) ( ) ( )
1

( )

s

N s Q s Q s
C s

H s P s N s e

P s

τ

− +

−
=

⎛ ⎞
−⎜ ⎟

⎝ ⎠

, (10) 

where: ( )Q s+  and ( )Q s− are polynomials whose roots represent 
poles of  process Gp(s) in the right and left half planes of the s-
plane respectively. Then, Padé approximation is applied only to 
a part of the preceeding expresion 

( )
( ) ( ) / 1

( )

s

N s e
D s Q s

P s

τ−
+ ⎛ ⎞

= −⎜ ⎟
⎝ ⎠

, taking care that the obtained 

controller is causal, ie. 
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C s D s

H s P s

−

= , 0

/

0

ˆ ( )
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jj

N M M i

ii

b s

D s
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=

=
∑

∑
. (11) 

Similarly in [30], in order to avoid calculation of Padé 
approximation of complex functions, the use is made of the 
known Padé approximation of function s

e
τ−  in controller C(s) 

followed by factorization and elimination of unstable dipoles to 
remove internal instability of the controller. Since Padé 
approximation of function s

e
τ− in the vicinity of 0s =  is given 

in the form 

 
0

0

( )! !
( )

( ) ( )! !( )!
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e
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s

M N k N k

τ
τ
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=
−

=
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+ −

∑

∑
, (12) 

and on the basis of relation (2) it follows 

 ŠTG
/

factorization and elimination of unstable dipoles

( ) ( ) ( )1ˆ ( )
( ) ( ( ) ( ) ( ) ( ))
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N M
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���������������

, (13) 

therefore in the obtained controller ŠTG

/
ˆ ( )
L L

C s  there are no 
unstabile dipoles.  

B. Simulation analysis 

Comparison of the proposed methods for removal of 
internal instability in controller C(s), (2), will be analyzed 
through four representative typical dynamic characteristics of 
unstable industrial processes including transport delay: 
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The obtained controllers are: 
Process Gp1.  

2
ŠTG

4/ 4 2

2.0488( 3.6778 6.4594)( 2.3222)( 0.0711)ˆ ( )
( 0.3444 6.8416)( 8.7177)

s s s s
C s

s s s

+ + + +=
+ + +

, 
2

LZG

4/ 4 2

28.7970( 2.7760)( 0.0711)( 4.5789 9.0689)ˆ ( )
( 220.299)( 0.1638 6.3867)

s s s s
C s

s s s s

+ + + +=
+ + +

 

2
LG

6/ 6 2 2

9.6209( 2.6822)( 0.3818)( 0.3815)( 4.3998 8.6936)( 0.0711)ˆ ( )
( 0.3817) ( 68.06)( 0.1873 6.3972)

s s s s s s
C s

s s s s s

+ + + + + +=
+ + + +

 

Process Gp2.  
2

ŠTG

4/ 4 2

6.4835( 0.0154)( 5 8.3333)( 2)ˆ ( )
( 0.0370 12.6343)( 7.7176)

s s s s
C s

s s s s

+ + + +=
+ + +

,  
2

LZG

4/ 4 2

92.2837( 1.9890)( 0.0155)( 7.2907 17.0647)ˆ ( )
( 279.8)( 0.4117 10.099)

s s s s
C s

s s s s

+ + + +=
+ − +

 

2 2

LG

7 / 7 3 2

242.8705( 1.1839 0.3505)( 7.4912 17.5525)( 0.5807)( 2)( 0.0155)ˆ ( )
( 0.5882) ( 760.46719)( 0.4209 10.1131)

s s s s s s s
C s

s s s s s

+ + + + + + +=
+ + − +

 

Process Gp3.  
2

ŠTG

3/3 2

31.1548( 10)( 0.5542 0.2037)ˆ ( )
( 17.3492 127.1133)

s s s
C s

s s s

+ + +=
+ +

, 
2

LZG

2/ 2

0.19065(2911.0054 2309.2295 1108.7320)ˆ ( )
( 190.6494)

s s
C s

s s

+ +=
+

, LG

/

ˆ ( )
N N

C s  none 

Process Gp4.  

2 2
ŠTG

4/ 4 2

100.7255( 0.4604 0.2583)( 20 133.3333)ˆ ( )
( 23.0066)( 6.4890 144.1208)

s s s s
C s

s s s s

+ + + +=
+ + +

, 
2

LZG

3/3 2

54.8760( 0.4762 0.2695)( 12.8684)ˆ ( )
( 2.4488 172.6147)

s s s
C s

s s s

+ + +=
+ +

 

2 2 2
LG

7 / 7 4 2

49.2861( 0.4604 0.2583)( 14.6555)( 4.4854 5.170)( 3.6172 3.2987)ˆ ( )
( 2.0408) ( 1.9056 175.3277)

s s s s s s s
C s

s s s s

+ + + + + + +=
+ + +

 

 
On the basis of Table 1 and transfer functions of the 

obtained controllers, it can be concluded that controllers 
LGˆ ( )C s  are of higher orders compared to those obtained by 

other methods, all having the same Ms. In addition, in the 
third example by applying LG method it was not possible to 

determine the controller for the given Ms. Controllers of type 
LGˆ ( )C s  and LZGˆ ( )C s obtained for the second process contain 

double unstable pole, but in control systems it is not 
recommendable that the  controller itself is unstable since 
this impairs robustness of the control loop. Controller of type 
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ŠTGˆ ( )C s gives better results for processes having dominant 
transport delays compared to other two controller types. In 
design of the controller it is possible to include parameter ζ, 
as in [30], in order to achieve better indices of peformance 
and robustness.  

TABLE I.  THE RESULTS OBTAINED BY THE PROPOSED METHODS OF 

RATIONAL APPROXIMATION OF CONTROLLER C(S) FOR THE SAME VALUE OF 

MS AND ζ=1. 

Process Method λ  Mn IAE Ms Mp 

 ŠTG

4/ 4
ˆ ( )C s  2.62 2.05 27.3 2.9 2.7 

Gp1(s) LZG

4/ 4
ˆ ( )C s  2.62 29.0 27.3 2.9 2.7 

 LG

6/ 6

ˆ ( )C s  
2.62 9.62 27.3 2.9 2.7 

 ŠTG

4/ 4
ˆ ( )C s  1.71 6.48 58.1 14 14.6 

Gp2(s) LZG

4/ 4
ˆ ( )C s  

1.71 92.3 58.1 14 14.6 

 LG

7/ 7

ˆ ( )C s  1.71 243 58.1 14 14.6 

 ŠTG

3/ 3
ˆ ( )C s  0.63 31.1 2.00 2.8 3 

Gp3(s) LZG

2/ 2
ˆ ( )C s  0.47 555 0.90 2.8 3 

 LGˆ ( )C s  - - - - - 

 ŠTG

4/ 4
ˆ ( )C s  0.49 100 0.95 3.8 3.9 

Gp4(s) LZG

3/ 3
ˆ ( )C s  0.48 54.8 0.91 3.8 3.9 

 LG

7/ 7

ˆ ( )C s  0.49 49.3 0.96 3.8 3.9 

III. CONCLUSIONS 

Design of controllers of unstable industrial processes 
including transport delays with restrictions on performance 
and robustness is of exceptional significance from the point 
of view of industry. The problem of control of complex 
processes (multiple instabilties, multiple astatisms, dominant 
time delay) can not be adequatly solved by using PID 
controllers, which is the basic reason for development of the 
methods for design of complex controllers. The conditions 
for a complex controller are that it is stable, of relativly lower 
order, and of adequate structure for practical realization. In 
this work three methods of rational approximation in the 
design of complex controllers have ben analyzed. The 
presented comparative analysis and simulation gave the 
expected results. 
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Abstract—In this paper, control structure is proposed to ensure 

desired performance of sensorless induction motor (IM) drives 

in both base speed range and field-weakening. Appropriate 

nonlinear IM model is utilized for derivation of adaptive slip 

manipulation based torque control law. In the base speed 

range, proposed solution reduces to indirect field-oriented 

control (IFOC), while in the field weakening it becomes voltage 

angle control with full dc bus utilization. Proposed solution is 

verified by means of simulation. 

Keywords - induction motor; sensorless drive; torque control. 

I.  INTRODUCTION 

The high performance IM drives are mainly controlled by 
field-oriented control schemes [1], where direct torque 
control (DTC) make immediate use of stator voltage vector 
to control the torque, while IFOC-type torque control rely on 
embedded current control loops. During the last decade 
high-speed IM drives are being in the focus of 
research [2]-[13] for their efficiency, small cost and the 
ability to operate in wide speed range without the mechanical 
transmission gear. The operation of IM at speeds higher than 
the nominal one is enabled by the field-weakening (reduction 
of the rotor flux), where maximum torque capability can be 
obtained only by the full utilization of available inverter 
voltage, i.e. stator voltage vector is required to be in 
saturation with its amplitude set to maximal. 

Though IFOC obtains superior dynamic performance in 
base-speed region, proper operation of its current loops in the 
field-weakening demands absence of the stator voltage 
saturation. On the other hand, authors of this paper proposed 
DTC-type voltage angle torque control (VATC) [14]-[17], 
which is intended for the full DC bus utilization and high 
performance in the field weakening, while its base-speed 
region performance is recognized to be inferior to IFOC. In 
this paper, adaptive torque control solution is proposed as a 
proper utilization of both IFOC and VATC in the regions of 
their superiority; IFOC in the base-speed region, and VATC 
in the field-weakening.  

The rest of the paper is organized as follows. In 
Section II appropriate nonlinear state-space model of IM is 
presented. Outline of torque control derivation is presented 
in Section III, along with the structural block diagram of the 
overall control solution. Verification by simulation in few 
representative torque demand scenarios is given in Sect. IV. 

II. NONLINEAR IM MODEL 

Assuming mechanical transients are much slower than 
electrical ones, the state-space model of the IM, in 
normalized (per-unit [p.u]) values, is given as follows: 

   r Qd d dr D

b dq q r

r r

kdi i uk
i

dt T T L T L Lσ σ σ σ

ω ω ω
Ψ Ψ

= − + + + + 
 

, (1) 

   q q r Q qr D

b dq d r

r

di i k uk
i

dt T L T L Lσ σ σ σ

ω ω ω
Ψ Ψ

= − − − + + 
 

, (2) 

 
1mD

b d D sl Q

r r

Ld
i

dt T T
ω ω

 Ψ
= − Ψ + Ψ 

 
, (3) 

 
1Q m

b q sl D Q

r r

d L
i

dt T T
ω ω

Ψ  
= − Ψ − Ψ 

 
, (4) 

 ( )m

e D q Q d

r

L
t i i

L
= Ψ − Ψ , (5) 

where the state vector consists of stator currents and rotor 
fluxes, motor torque te is primary output variable, and 
immediate controlling variables are stator voltage 
components ud and uq. 

In the model (1) – (5), ωb is base speed and all other 
variables and parameters are normalized (in [p.u.]): ωdq is 
synchronous frequency, ωsl is motor slip, ωr is rotor angular 
velocity, Rs and Rr are stator and rotor resistance, Ls and Lr 
are stator and rotor self–inductances, Lm is mutual 
inductance, kr = Lm/Lr is rotor coupling coefficient, 

/T L R
σ σ σ

= and /
r r r

T L R=  are stator and rotor transient 

time constants in [p.u], rsLLM /1 2
−=σ  is leakage 

coefficient and ls is stator inductance in [p.u]. 

III. PROPOSED TORQUE CONTROL 

Performing Laplace transform on (3) and (4), solving the 
system of equations for ΨD(id, iq) and ΨQ(id, iq), and 
introducing the obtained solutions in (5), result in: 

 
2 22

2 2 2 22 1
d qr m

e sl

r r r sl r

i iT L
t

L T p T p T
ω

ω

+
=

+ + +
, (6) 

where p stands for the complex variable of the Laplace 
transform. 
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Figure 1.  Structural block diagram of the proposed solution 

In the vicinity of the operating regime (ωsl, is) = (ωsl
0, is

0), 

where 2 2
s d qi i i= +  is the stator current modulus, transfer 

from the control variable ωsl to the output te is adopted as a 
low-frequency approximation of (6): 
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For the plant (7) and adopted bandwidth 
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gain-scheduling integral torque controller is proposed: 
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1
K p

G p

ω
= . (9) 

In order to prevent excessive control actions which could 
lead to torque breakdown, limit of ± 1 / ( )

r
Tσ is set to 

integration in (9).  
Block diagram of proposed torque control method is 

shown on Fig. 1. The basic idea is to utilize unique torque 
regulator to perform motor-slip command ωsl

* calculation 
for both base-speed region (BSR) and field-weakening 
(FW), since the proposed control law (9) uses model (7), 
which is valid in both drive operation regimes. When the 
drive operates in BSR, reference currents id

* and iq
* are fed 

to current regulators and proposed solution reduces to 

effective IFOC algorithm. On the other hand, when output 
voltage commands ud

* and uq
* reach the limit Us max of 

maximal available inverter voltage amplitude (
*2 *2

maxd q su u U+ = ), the output voltage commands ud
* and 

uq
* of the current regulators are held by holding circuits H 

and drive enters the FW regime. Inverter voltage is fully 
utilized and the torque control is effectively performed by 
the stator voltage angle control, i.e. the torque regulator 
adjusts the angle of the (maximal amplitude) stator voltage 
vector only by motor-slip manipulation.  

Though voltage limit is explicitly addressed by the 
proposed control solution, the inverter current limit Is max 
violations are possible so far. One way to impose the current 
limitation in torque control is to calculate maximal 
reachable motor torque in the existing operating regime for 
the current engagement is limited to Is max. Utilizing model 
(7), maximal reachable motor torque  
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can be used as a dynamic limitation of the torque command 
te

* in order to effectively impose the limitation of the motor 
current. 

IV. SIMULATION RESULTS 

Simulations were conducted in Matlab/Simulink in order 
to verify expected performance. Proposed torque control 
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solution is tested through scenarios of torque command te
* 

application in different IM operating regimes, i.e. BSR and 
FW, as well as in transition between the aforementioned 
regimes. Control system is tested without any outer speed or 
position control loop and torque commands are chosen to be 
in the form of sequenced step changes. In that way torque 
control solution is exposed to worst case demands and 
obtained performance is expected only to be more favorable 
in the real-time exploitation than in the tested cases (outer 
control loops would set less demanding te

* signal shapes 
than the adopted step changes). Parameters of tested motor 
are given in Appendix. 

The first test scenario is the sequential bidirectional 
application of maximal amplitude torque commands. The 
timing of step changes is chosen to lead the IM from BSR to 
FW and vice versa several times and in both rotation 
directions. The responses of all relevant variables are given 
in Fig. 2. Within first 2 seconds motor is brought from BSR 
into the FW and quickly returned to BSR. At t = 2sec, 
maximal positive torque command is applied and it drives 
motor speed again into the FW and up to 2 p.u. speed in 
forward direction. At t = 5 sec, maximal negative torque 
command is applied and it first drives motor back to BSR in 
forward direction and then, at t ≈ 6.8 sec, reverses the 
direction of rotation and forces the motor to enter FW in 
reverse direction and build the speed up to approx. –2 p.u.  

 

 
Figure 2.  Test scenario with multiple bidirectional transitions to/from 

field weakening 

Voltage saturation in FW results in automatically 
adjusted (decreased) levels of the rotor flux and obtainable 
torque, but it influences neither stability nor the 
performance of the torque control loop. The stator current 
amplitude is efficiently kept below the Is max = 1 p.u. at all 
times, except at the FW→BSR transients. The reason of this 
current limit breach is the initial response of the reactivated 
IFOC current regulation. The effect is negligible, since Is max 
stands for the steady current load limitation and the 
short-term current overloads are permitted (within the 
voltage inverter current margin). 

The second test scenario is the sequential bidirectional 
application of 50% amplitude torque commands which 
keeps the IM in BSR, but drives it in both rotation 
directions. Wave-forms of the relevant variables are given in 
Fig. 3. Since both current and voltage are within limits, 
rotor flux is at its nominal value and the torque command is 
always fully attained.  

 

 
Figure 3.  Test scenario for base speed performance evaluation. 

Reversing of the drive rotation direction happens at 
t = 2.5 sec. No issues around zero speed were detected in 
torque or flux, mainly because inverter nonlinearities are 
neglected in the simulation model. Proposed torque control 
is primarily intended for high speed mode of operation in 
order to fully utilize available inverter voltage. However, 
operation at low speeds and reversing of the real drive is 
also possible, but with the speed estimation scheme  suitable 
for low speeds.  
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The third test scenario is the sequential unidirectional 
application of maximal amplitude torque commands, which 
leads the drive deep into the FW in forward rotation 
direction. The responses of all relevant variables are given 
in Fig. 4. As in the case of the first scenario, voltage limit is 
reached in the FW region and rotor flux and torque 
producing capability is decreased. However, the current 
limit is not being breached, since the current demand in FW 
only decreases with the increase of drive speed. The quality 
of all the transients is desired. 

 

 
Figure 4.  Test scenario for field weakening performance evaluation. 

It can be observed in the FW drive operation that the 
rotor flux automatically regenerates (builds up) and the 
stator current drops to level lower than in BSR, when the 
torque demand is absent. This property may lead to 
conclusion that the proposed torque control represents 
optimal (or near optimal) solution in the sense of minimal 
power consumption with maximal torque producing 
capability, which is worth of the further investigation.  

APPENDIX 

Motor data: 750W, 195V, 70Hz, Rs = 10.8Ω, 
Rr = 5.673Ω, Ls = Lr = 0.552 H, Lm = 0.518 H. 
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Abstract—A sophisticated research and development station for 
control of the grid connected distributed energy sources have 
been developed at the Faculty of Technical Sciences. This 
research station should allow researchers to investigate the 
influence of grid connected converter control on the grid 
conditions and vice versa. Additionally, the control of the grid 
connected converter during grid disturbances can be 
investigated. In addition to its R&D features, this station will 
present students with the possibilities to get high quality 
knowledge in the respected area. This paper aims to present the 
research potential of the station, while displaying some of the 
many versatile features gained by the introduction of the grid 
emulator.   

Keywords - distributed energy resource; grid connected 
converter; grid emulation; research and development station; 

I.  INTRODUCTION  

In order to achieve sustainable development of the society 
in the future, it is necessary to address one of the key features 
that follow the development – energy demand.  Energy market 
in the future, concerning the rather rapid increase in demand, 
will have to develop and adapt to more decentralized power 
system. The distinction between consumer and supplier is 
going to become less apparent, as renewable energy sources are 
integrated in the distribution grid. This allows for utility grid 
"clients" to alter its nature from consumer to supplier, and vice 
versa, depending on its current energy demand and generation 
capacity. In addition, with introduction of energy storage this 
alteration in nature can be postponed and made when energy 
prices are higher and it is more beneficiary for the grid 
connected subject to act as a supplier rather than consumer. 

By the same token the development in the automotive 
industry is bringing forth ever so progressive inclusion of 
electrical vehicles in the transportation system, consequently 
leading to increase number of vehicles connected to the grid. 
The nature of the electrical vehicle and its possibility to run in 
V2G mode or G2V mode also provides the opportunity for it to 
behave as a source or as a load while connected to utility grid. 

The basis of the sustainable development of the society 
therefore lies within the ideas and features proposed by the 
smart grid technology. However, with improvement of 
efficiency, reliability, economics, and sustainability of energy 

supply in mind, smart grid introduces imminent increase in 
number of grid connected converters. In such a number the 
influence of the converters on the grid power quality becomes a 
serious issue. Additionally, reduced power quality of the grid 
influences other converters, which in return influence the grid 
power quality even more. In that regard, developing adequate 
control for the grid connected converter is very important. 
These control algorithms, in addition to being able to actively 
participate in sustaining the grid power quality, have to be able 
to operate under different grid faults. Testing such an algorithm 
can prove to be a difficult task, especially due to the fact that 
grid fault appearances are relatively rare, and it is not rational 
to induce them potentially causing instability in the distribution 
network. 

To accommodate the need for such a particular testing, 
Chair of Power Electronic and Converters, at Faculty of 
Technical Sciences, has put together a sophisticated research 
and development station for control of grid connected 
distributed energy sources. The station consists of cutting edge 
high-tech tools for development and testing of control 
algorithm of grid connected systems. The components allow 
for testing of these systems under various grid conditions in 
both operating regimes.  

Another benefit of such a system is that it will serve as an 
educational tool for MSc and PhD students where they will get 
high quality knowledge in the area of grid connected 
distributed energy sources. Consequently, this will allow 
students to compete with other skilled individuals in the 
field [1]. The setup also includes a high level of versatility, 
allowing for a full control of the grid side converter, machine 
side converter, DC bus parameters, multi-phase machines etc. 

This paper looks to present this sophisticated research and 
development station for control of grid connected distributed 
energy sources developed at the Faculty of Technical Sciences. 
Together with the description of basic elements of the research 
station, the paper will present possibilities for grid condition 
variations. There exist, but a few, experimental stations such as 
this one, that accompanies such level of versatility and 
modularity, and with its functionality it should position itself as 
a top tool for research and development of control algorithms.  
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II. RESEARCH AND DEVELOPMENT STATION DESCRIPTION 

Basis of this research station is an advanced laboratory 
setup for control of electrical drives [1]. The laboratory setup 
presented in Ref. [1] is expanded and adapted to include a grid 
connected converter topology. In addition to the grid connected 
converter, grid emulator is integrated in the system to allow 
variable grid conditions. 

As it is presented, the laboratory setup consists of the state 
of the art hardware in the field of electrical drives and control. 
Its modularity allowed for simple integration of a grid 
emulation system, with no noticeable change to the system. 
The basis of the system remains highly modular dSPACE 
hardware with modified industrial converters [2, 3, 4]. 
Versatility of the setup is increased by adding grid emulator to 
the grid side converter [5].  

Fig. 1 shows the block diagram of the research station with 
included basic control elements. The actual outlook of the 
system is presented in Fig. 2, showing the grid connected 
topology and grid emulator separately. The focus of this system 
is to observe the behavior of grid side converter under different 
operating conditions.  

A. Control Hardware 

dSPACE is a highly modular, highly sophisticated control 
system hardware, which allows for a fast developing and 
testing of control algorithms. Major advantage of this control 
hardware is that it minimizes the development time and cost, 
while opening up a large number of possibilities of control 
optimization [2]. It consists of different control boards 

(modules) described in details in [1] and [6]. Control boards 
DS1006 (processor board), DS5101 (DWO board), DS2004 
(A/D board), DS3001 (encoder board) and DS2201 (Multi I/O 
board) are used for the control of the complete research station. 
Fig. 3 shows all basic modules of a dSPACE hardware. 

B. Power Converters 

Power converters represent the basis for any modern 
renewable energy system, and thus is an integral part of the 
research station such as this one. Standard industrial converters 
are an obvious choice, since they are generally very robust, but 
they lack in the area of controllability especially for the 
laboratory testing. To overcome this, these converters are 
equipped with Interface and protection card (IPC), developed 
at Aalborg University [7]. 

The converter with the integrated IPC card is shown in Fig. 
4. It is clearly intended to allow the user full operational 
control of the inverter switches, while maintaining its 
predominant quality of a highly reliable industrial converter. 
Another important quality of standard industrial drive is that it 
has relatively small packaging. This, together with the full 
controllability of the system allowed by the IPC, clearly shifts 
the edge towards using this solution for laboratory testing. 

Some more details on the power converters can be found in 
the references [1], [3] and [4].  

In contrast to the experimentation done in [1], with proper 
selectors and switch manipulation, one of the converters 
 

 

Figure 1.  Block diagram of a research station 

 

Figure 2.  Physical overview of the system and the grid emulator 
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Figure 3.  dSPACE based control hardware 

 

Figure 4.  Standard industrial converter with integrated IPC card 

with an IPC card is connected to the grid at its active end, thus 
playing the role of a grid connected converter in renewable 
energy sources application.  

C. Grid Emulator 

To fully understand operation of grid connected converter it 
is necessary to observe its behavior not only under normal grid 
conditions, but also during faults, and different power quality 
conditions. To allow this kind of experimentation setup 
described in [1] needs to be complemented with a device 
capable of altering grid operating conditions. In addition, since 
the grid connected converter can act as a load, as well as the 
supplier to the electrical grid, this device should have 
possibility of bidirectional power flow. This is a highly valued 
feature, since it will allow for testing the grid connected 
converter both as an active rectifier, and as an inverter 
depending on the power flow. With that in mind, such a device 
would fit in well, with the modular versatile concept, this 
sophisticated and modern research station is trying to 
implement.  

Grid emulator is a product of CINERGIA, a company 
which specializes in state of the art digital control of 
customized power electronics solutions. The device based on 
controlled power electronic converters capable of emulating 

the grid conditions. Modern design and powerful control 
features allow for a wide range of different operating regimes. 
Presented grid emulator is fully capable of a bidirectional 
power flow, which can be concluding by observing the block 
diagram in Fig. 5. It can be concluded that the basis for grid 
emulator is a Back-to-Back grid connected converter controlled 
by the separate DSP at the input and the output side. Control 
algorithms based on resonant control are employed for both the 
input and the output AC side. These control algorithms allow 
each harmonic to be controlled independently, consequently 
generating or suppressing it at a given set-point value.  A large 
number of sensors are integrated for measurement of necessary 
parameters to achieve desired output parameters of the 
emulated grid. A 12 bit analogue to digital conversion with 
digital processing allows high resolution output up to 0.1 % 
paired with a high stability of the system [5]. Additional 
elements including filters, protection and switching equipment 
are present.  

User has the possibility to operate the grid emulator using a 
PC software, digital I/O ports, analogue I/O ports, RS485 
connector and associated protocol, CAN bus and standard RJ45 
connector and MODBUS protocol. It is also possible to control 
the grid emulator using local touchscreen 3.2" panel. The 
control of the grid emulator using local panel is very limited, 
without possibility to generate faults.  

In additions to generating different type of grids, grid 
emulator is specially designed to also emulate their common 
faults and disturbances [5]. At the output side, grid emulator 
can produce three-phase grids with voltages ranging from 0 to 
480 V, and frequencies from 40 to 400 Hz. Total distortion of 
these voltages (without including harmonic generation) is less 
than 0.5 %. Furthermore, voltage amplitude and phase referent 
value can be set independently for each phase, thus making it 
possible to create a non symmetrical three phase system (either 
by amplitude or by phase). 

 When non-ideal grid conditions are discussed, usually 
voltage harmonic distortion is considered. Grid emulator is 
fully capable of generating full range harmonics for orders up 
to 15th for grids frequencies of 50 Hz (60 Hz). Any harmonic in 
that range can be set to any amplitude (with regard to 
maximum output voltage) independently for any phase. In 
addition to the harmonic spectrum that can be set for constant 
operating regime, harmonic sequence can be set as a grid fault. 
Harmonic sequence represents a run through, or cyclic 
repetition, of several different reference values of harmonic 
spectra. To test the fault ride through of the grid connected 
converter, grid emulator is capable of generating various types 
of voltage dips, over and under voltage disturbances, frequency 
variation and variable grid impedance. 

While maintaining the desired output grid emulator always 
consumes sinusoidal current from the grid (with distortion less 
than 2%). Input side also has an optional control for the 
reactive power supplied by the grid emulator on the grid side. 
Table I shows the basic characteristics of a grid emulator 
integrated in the research and development station. The grid 
emulator acquired by the Faculty of Technical Sciences is a 
three-phase 15 kVA model, with a possible 13.5 kW of active 
output power. 
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Figure 5.  Block diagram of a grid emulator taken from grid emulator operating instruction 

TABLE I.  GRID EMULATOR BASIC CHARACTERISTICS 

GE 15 

Feature Description Value 

Input voltage Rated 
3 x 400 V  

(with neutral and earth) 

Input Voltage range  +15 % / -20% 

Input AC current Rated 20 A 

Input Frequency  50/60 Hz 

Power Factor  1 

Efficiency At full load > 92 % 

Overload  
125 % for 10 min  
150 % for 60 sec 

Output voltage Phase-Phase 0-480 V 

Output AC current Single-Phase 0-20 A 

Output Frequency  40 - 400 Hz 

Harmonic content Per Phase 1st - 15th 

Faults 

Voltage dip 
Over and Under Voltage 

Frequency variation 
Flicker 

Harmonic sequence 

 

Measurements 

Input Power 
Output Voltages  
Output Currents 
Output Power 
Temperatures 

 

Protection 

Over Current and Over 
Voltage 

Short circuit 
Over temperature 

 

 

III. IMPLEMENTATION AND EXPERIMENTATION 

SOFTWARE TOOLS 

For the fast prototyping systems, the implementation of 
the control algorithm must be equally as fast. The new 
approach to development of control algorithms is recognized 
as Total Development Environment (TDE). This concept 
allows for a full visual block-oriented programming of 
dynamic real time systems. TDE has been reported in a large 
number of papers and it is hard to distinguish who was the 
pioneer and where TDE was mentioned firstly [7, 8, 9, 10]. 
The principles of TDE introduction to the particular 
laboratory setup is described in [1]. The main advantage of 
TDE is that the programming method is highly modular and 
fairly easy to comprehend. This makes the research station 
ideal tool for beginner, as well as experienced users. 
Implementation and experimentation tools for the grid 
connected converter control are Matlab/Simulink and 
Control-Desk respectively.  

The addition in the control is the introduction of 
CINERGIA software for control of grid emulator. Even 
though the grid emulator can be controlled through several 
different protocols, even directly from the dSPACE system 
(thus implementing it in TDE), software tool for control of 
grid emulator provides very good functionality. Main 
advantage of the software is its easy to use nature. The 
overview of the control software is given in the Fig. 6. The 
software allows for a control of grid parameters on the output 
side, with a control option of reactive power injection at the 
input side. All of the measured values are available to be 
observed by the control software as well. In addition to 
control of voltage parameters in the stationary regime, 
software allows for voltage parameters during all of the 
mentioned faults to be set up and generated. 
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Figure 6.  Grid emulator control software 

IV. EXPERIMENTAL EXAMPLES 

In addition to the research oriented at electrical drives 
and control shown in [1], the presented station without grid 
emulator has been used to investigate the grid connected 
converter behavior to some extent. Results achieved are 
shown in [11], where current controller parameter influence 
on power quality was investigated. With addition of the grid 
emulator, the research can be expanded to investigate the 
influence of the grid conditions on control quality and power 
quality issues of the grid connected converter. 

These experimental results aim to demonstrate the 
possibilities and the versatility of the grid emulator. The 
measurement was carried out using Chauvin Arnoux power 
quality analyzer. The tests were done with the open circuit 
output side of the grid emulator. To establish a base point, 
the output reference was set at 230 V, with no phase shift. In 
addition, no disturbance has been activated for the first test. 
It can be observed from the Fig. 7 that the output signal is 
almost ideally sinus waveform.  Total harmonic distortion 
for this particular case is less than 0.5 %, thus we can 
consider this mode of operation an idealized stat of the grid 
voltages. 

In order to fully demonstrate the possibilities of 
generation of the voltage with a certain harmonic content, 
set-point values for the voltage harmonic content for every 
phase of the three-phase system is set independently. 
Waveform of the voltages with desired harmonic content is 
shown in Fig. 8. By comparison of the spectrum with the 
reference values entered into the control software, it can be 
concluded that grid emulator has almost ideal matching 
between the reference and the output harmonic content. It is 
also apparent that this grid emulator can emulate any 
harmonic content of the voltage, thus the power quality 
issues of the grid connected converter can be further 
investigated. Furthermore, it can act as an ideal network, any 
classical network (by adopting the standard harmonic content 
of the grid voltages), or any other type of network with 
different harmonic content of the voltages. This last part is 
particularly interesting in case of grid connected converters 
running in an isolated network, i.e. islanding mode. 

 

 

Figure 7.  Emulated grid voltages 

 

Figure 8.  Emulated grid voltages with harmonic content 

 

 

Figure 9.  Harmonic content of emulated grid voltages (a) and reference 
values (b) 
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Figure 10.  Symmetrical voltage dip 

 

Figure 11.  Asymmetrical voltage dip 

In order to investigate the behavior of the grid connected 
converter and its associated control algorithm during faults, 
grid emulator needs to be able to generate faults like voltage 
dips. Figs. 10 and 11 show the voltage dip emulated by the 
grid emulator. The set-point value for the voltage, during the 
voltage dip shown in Fig. 10, has been set at 30 % for all 
three phases and the length of the disturbance is set at 3 
periods of the waveform. As it can be seen in Fig. 10 the 
voltage dip has been emulated successfully. To demonstrate 
the versatility of the emulator, an asymmetrical voltage dip 
has been emulated and the result is shown in the Fig. 11. It is 
shown that every voltage can be controlled independently, 
allowing for a large number of possibilities when testing the 
grid connected converter during disturbances. For the test 
shown in Fig. 11 two phases have the voltage set-point at 30 
%, where as one has the set-point at 80 %. In addition to 
these, successful test have been carried out in generating 
flicker, as well as generating harmonic sequence disturbance. 

V. CONCLUSION 

As the number of the grid connected converters increase 
in the future, it will become necessary to study the influence 
of the grid connected converter on the power system. In 
addition to this research area, the influence of grid conditions 
on the operation of the grid connected converters will be 
investigated as well. Together with those, future converters 
will have to operate under different grid disturbances. In 
order to prepare for the research in those areas at the Faculty 
of Technical Sciences, Chair of Power Electronic and 
Converters has developed a sophisticated research and 

development station for control of grid connected distributed 
energy sources. This research station is an expansion of the 
highly modular advanced laboratory setup for control of 
electrical drives. With the introduction of the grid emulator, 
this research station becomes more than capable of 
reproducing any desired grid conditions, without influencing 
the actual power system. As it has been shown, the 
sophisticated research station is a versatile tool for research, 
development and testing the grid connected converter control 
algorithms, under varying grid conditions. In addition to its 
R&D features, this station becomes a great tool for educating 
young scientists in the area of grid connected distributed 
energy sources. 
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Abstract—This paper deals with low voltage ride-through 

capability of distributed generator unit.  Distributed generator, 

considered in this paper, is based on squirrel cage induction 

machine and it is connected to the grid through the back-to-back 

converter and LCL filter.  With an increasing distributed 

generation grid connection requirements in almost every country 

require generation unit to stay connected to the grid and ensure 

active and reactive power injection. In this paper we proposed 

improved dual vector current controller to deal with the 

unbalance imposed by the electrical grid. Controller provides 

injection of active and reactive power to the grid, even if the 

voltages are lower than the nominal one. Results are validated 

using contemporary hardware-in-the-loop emulation platform, 

while controller is based on TMS320F2812 DSP. 

Keywords-distributed generation; voltage ride-through 

capability, back-to-back converter; hardware-in-the-loop. 

I.  INTRODUCTION  

Distributed generation (DG) play very important role as a 
means of achieving increased power system reliability [1]. 
Wind energy systems, photovoltaic and small hydro plants are 
commonly employed type of DG units. They have a lot of 
positive impacts on the grid such as, lower capital costs due to 
smaller size and possibility to contribute to the overall system 
stability. Most of distributed generation use renewable sources 
and they require a lot of power electronics interface to match 
DG characteristic with the grid requirements [2], [3]. 
Controllable power electronics interface is most often realized 
in the form of voltage source convertor (VSC). One complete 
DG system is shown in Fig. 1. Squirrel cage induction 
generator is connected through the back-to-back converter, 
LCL filter and transformer to the grid. 

In the past there was no requirement by the grid code for a 
DG to stay connected to the grid during the fault or grid 
disturbances [4]. The main focus was on protection of DG unit 
itself. In the last decade, increasing DG penetration, especially 
wind energy systems lead to fast establishment of variety of 
grid codes, which define behavior of DG unit in 
unconventional conditions. Grid code requirements vary from 
country to country. One of the most commonly used is adopted 
by the company E.ON Netz. According to this grid code 

requirements it is defined that in the event of faults in the grid, 
the generating plants must stay connected and inject active and 
reactive power. These grid code requirements are illustrated in 
the Fig. 2. It shows the limit curve for the voltage pattern at the 
grid connection of induction generator based generating plant. 

 

Figure 1.  Figure 2 DG unit connected to the grid through the power 

electronic interface 

 

Figure 2.  Figure 1 E.ON grid requirements for DG connection 

There are many grid codes which require grid support by 
active and reactive power injection during the fault in the event 
of voltage sags. However, specific requirements depend on the 
specific characteristics of each power system and the protection 
method employed. 

In this paper one control algorithm which solves some 
power quality problems in case of grid voltage sags is 
presented. Balanced and unbalanced voltage sags are 
considered. Controller is based on standard dual vector current 
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control technique and introduces regulation of negative 
sequence component. 

Tests on DG systems is difficult to carry out in real 
laboratory due to high power rating of the hardware, system 
complexity, difficulty associated with the generation of desired 
grid voltage profile, and impartibility to disconnect DG unit 
form the system. Instead of working on a real system we can 
use real-time emulator where power stage is emulated on 
appropriate high speed platform, while controller is real. Here, 
we used HIL emulation platform to evaluate the ability of 
proposed control algorithm to meet grid code requirements in 
severely balanced and unbalanced grid conditions[5], [6]. The 
entire hardware is emulated in real–time on the FPGA platform 
with a fixed simulation step time of 1 μs. The FPGA based 
platform interacts with the controller through the custom made 
I/O board. The control algorithm is realized using a control 
platform based on the TMS320F2812 DSP. 

II. VOLTAGE SAGS 

A three phase fault in the system leads to an equal voltage 
drop in each phase. Nonsymmetrical faults leads to drops in 
one, two or three phases, with not all phases having the same 
drops [7]. Unbalanced voltage sags caused by network faults 
introduce negative sequence grid voltage and current 
components. The control and operation of a grid-connected 
VSC under these circumstances have been widely investigated 
in the literature [8]–[18].  

One example of unbalanced voltage sag is shown in Fig. 3. 
Voltages in two phases drop down to 50 % of the nominal one, 
while third phase remain the same. Disturbance lasts for 3 
periods. 

  

Figure 3.  Unbalanced voltage sag 

In order to calculate balanced voltage sag amplitude in the 
radial distribution networks, we can use the schematic shown 

in Fig. 4. sZ  represents impedance of the source connected to 

the point of common coupling (pcc), while FZ represents 

impedance between pcc and place of faults. 

 

Figure 4.  Unbalanced voltage sag 

Remained voltage (voltage at pcc) could be calculated as: 

 E
ZZ

Z
V

FS

F
sag 


  (1) 

If the fault location is closer to the pcc, than impedance 

FZ will be smaller, so remained voltage will be lower ( FZ  has 

lower value). In case of unbalanced voltages, schematic from 
Fig. 4 cannot be used. It is necessary to use symmetrical 
components domain. Equivalent circuit from Fig. 4 should be 
separated to positive, negative and zero sequence components 
in order to calculate voltages and currents properly. Detailed 
analyses of all possibilities are thoroughly explained in [19] 
and [20]. There are seven basic voltage sag types according to 
the ABC classification. They are shown in the Figs. 5 and 6. 

 

 

Figure 5.  Voltage sags types – ABC classification (a) 

 

 

Figure 6.  Voltage sags types – ABC classification (b) 
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Voltage sags A – D are caused by one-phase, two-phase or 
three-phase short circuit, while voltage sags E – G are 
consequence of two-phase to ground short circuit. If there is 
any transformer in the system, like in Fig. 7 it can lead to 
changing of voltage types at the converter terminals from one 
form to another one [7]. 

 

Figure 7.  DG unit connected to the grid 

Regardless winding connection of the transformer, voltage 
sag classification mentioned in Figs. 5 and 6 include all 
possible cases and explain the propagation of three-phase 
unbalanced sags from one voltage level to another [7]. 

III. SYSTEM DESCRIPTION UNDER UBALANCED GRID 

VOLTAGES 

In unbalanced systems voltages and currents can be 
represented by its positive and negative sequence equivalents. 
A fast and precise detection of both, the positive and the 
negative sequence angle and magnitude of the voltage 
component is a vital issue during transient faults in the grid. 

Therefore, an unbalanced system of the three phase-

voltages ( cba uuu ,, ) could be represented with its positive 

( p
q

p
d

p
dq juuu  ) and negative sequence ( n

q
n
d

n
dq juuu  ) 

components, as given by: 

 
n
dq

tjp
dq

tj ueueu 


  (2) 

where  3/23/23/2 


j
c

j
ba eueuuu   is the grid 

voltage vector expressed in the stationary reference frame 
(using a power-invariant transformation) and   is the angular 

grid-frequency. In the same manner, unbalanced grid-currents 
also appear and they could be represented in terms of positive 
and negative sequence current components, similarly to (2): 

 
n
dq

tjp
dq

tj ieiei 


  (3) 

where (
p
q

p
d

p
dq jiii  ) and (

n

q

n

d

n

dq jiii  ). 

One case of unbalanced grid-voltages in the original and 
synchronously rotating reference frame is shown in Fig. 8. It 
should be noted that in the positive sequence reference frame, a 
positive component appears as DC, whereas a negative 
component oscillates at twice the grid frequency. In the 
negative reference frame, it is the opposite, which is explained 
thoroughly in [12]. 

 
Figure 8.  DG unit connected to the grid 

The representation of a two-level VSC, used as an actuator 
in DG application, could be described by differential equation 
(4) in the stationary reference frame: 

 


 Ri
dt

di
Luv   (4) 

where R  is grid resistance, L  is grid inductance and 

  3/23/2

3

2 


j
c

j
ba evevvv   (5) 

  3/23/2

3

2 


j
c

j
ba eieiii   (6) 

where v  and i  denote converter pole voltages and the 

line currents respectively. 

Equation (4) can now be transformed and decomposed into 

two parts in the positive and negative synchronous rotating 

reference frames, respectively, as shown in (7) and (8) [12]: 

 p
dq

p
dq

p
dq

p
dqp

dq uLijRi
dt

di
Lv    (7) 

 n
dq

n
dq

n
dq

n
dqn

dq uLijRi
dt

di
Lv    (8) 

With regards to this, instantaneous apparent power could be 
expressed as: 

 )()( tjqtpius  
  (9) 

where active power )(tp  and reactive power )(tq  are: 

 )2sin()2cos()( 220 tPtPPtp sc    (10) 

 )2sin()2cos()( 220 tQtQQtq sc    (11) 
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Terms 0P  and 0Q  designate the value of the average 

power, while 2cP , 2sP , 2cQ  and 2sQ  are the magnitudes of the 

power oscillations caused by the unbalance. Detailed 
expressions for all six terms are given in [12]. 

IV. CONTROL ALGORITHM DESCRIPTION  

The block scheme of the DG system is represented in Fig. 
9. The back to back converter which is fed from squirrel cage 
induction generator unit is connected to the grid through the 
LCL filter and grid impedance. Transformer is also used 
between grid and DG unit.  Three phase grid currents and 
voltages are measured and transformed to dq domain using the 
transformation angle which is obtained by employing phase 
look loop (PLL) estimator. Voltages and currents in dq domain 
are used to calculate active and reactive power according to 
Equation (10) and (11). These expressions are used in order to 
design dual vector current controller, which is employed in 
case of unbalanced voltages. 

 

Figure 9.  DG unit connected to the grid 
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Figure 10.  Determination of grid voltage angle (PLL) 

The current controller (DVCC) used here consists of a pair 
of PI controllers that control the positive and negative sequence 
components separately and are implemented in two different, 

rotating reference frames. Details about the controllers and the 
extraction of sequence components can be found in [8] and 
[12]. DVCC controller is shown in Fig. 11.  

In order to generate the proper current references, we 
should consider the following equation: 
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Solving this equation in terms of grid currents components we 
could get current references for DVCC controller. 

 

Figure 11.  Dual vector current controller 

Using this control structure, it is possible to eliminate DC 
link voltage oscillations, caused by unbalance, as well as 
oscillations in active power. 

In order to protect power electronics converter currents in 
case of voltage sags are limited. As a consequence we will 
generate less power in case of disturbances, which will reflect 
on electrical torque of DG unit. Control of induction generator 
is classical indirect field vector control. 

V. HIL EMULATION AND REAL-TIME IMPLEMENTATION 

In this paper, a universal ultra-low latency HIL FPGA-
based platform, dedicated to power electronics applications, is 
used [7]. The proposed platform comprises the emulator 
hardware and application software that supports a variety of 
circuit configurations. Electrical scheme which is emulated 
here is shown in Fig. 12. Power electronics hardware, which 
include generator, transformer, power part of power electronics 
converter and passive elements are emulated with the HIL600 
platform with a time step of 1 μs. More details about HIL 
device can be found in [6]. The system parameters can be 
easily modified through the appropriate graphical user 
interface. Used concept is shown in Fig. 13 Control algorithms 
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are realized using a control platform based on TMS320F2812 
DSP.  

 

 

Figure 12.  Schematic diagram of DG system 

 

Figure 13.  HIL principle 

VI. HIL EXPERIMENTAL RESULTS 

In this section the performance of the proposed control 
principle is verified. Control algorithm is tested for three cases: 
performance in normal condition, behavior in case of balanced 
voltage sag and behavior in case of unbalanced voltage sag. 
Figs. 14 – 18 illustrate behavior of DG based system in normal 
voltage condition. 
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Figure 14.  Grid voltages – no fault 

Grid voltages are nominal with the line voltage of 400 V. 
Parameters of electrical transformer are: 1.5 MVA, 11.4/0.63 
kV/kV. When we say voltage, we think of voltage after the 
transformer. From Fig. 15 we can see that grid currents are 
balanced. There is some ripple due to chosen switching 
frequency of 2 kHz, but PWM filter cut off most of it. It is the 
similar with the generator line currents, shown in Fig. 16. 
Machine electrical torque is quite constant and equals 2500 
Nm. DC bus voltage is also stable, which indicate that the 
power transfer is correctly managed. In this case generator 
produce 560 kW of active power, while the reactive power is 
keep to zero. 
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Figure 15.  Grid currents – no fault 
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Figure 16.  Machine currents – no fault 
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Figure 17.  Machine electrical torque – no fault 
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Figure 18.  DC bus voltage – no fault 

Figs. 19 – 23 show test results in case of balanced voltage 
sag. Balanced voltage sag is introduced using RL impedance 
and contactor. With the proper selection of R and L we can 
chose the depth of voltage sag. 
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Figure 19.  Grid voltages – Voltage sag type A 

Fig. 19 shows grid voltage in case of balanced voltage sag 
to the 49% of the nominal voltage. We can see transient in the 
instant of voltage change which is due to RL circuit dynamic. 
During the voltage sag grid currents are higher than nominal, 
but they are limited in accordance to the grid side converter 
protection.  A lower grid voltage and limited grid current imply 
a decrease in active power flow from the generator to the grid.   

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

-1000

-800

-600

-400

-200

0

200

400

600

800

1000

1200
Grid currents

Time (s)

C
u
rr

e
n
t 

(A
)

 

 

Ia

Ib

Ic

 
Figure 20.  Grid currents – Voltage sag type A 

In order to keep power flow balance it is necessary to 
reduce energy production of the distributed generator. This is 
achieved by proper reduction of torque reference. We can see 
in Fig. 22 that electrical torque during the voltage sag is 
reduced. In accordance with that generator currents are also 
reduced. DC bus voltage is still stable, except during transient, 
where we have a little deviation.  DC bus stability is indicator 
that the power flow is correctly managed.  
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Figure 21.  Machhine currents – Voltage sag type A 
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Figure 22.  Electrical torque – Voltage sag type A 
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Figure 23.  DC bus voltage – Voltage sag type A 

The results shown in Fig. 24 – 28 show the response on 
unbalanced voltage sag type E. Two phases drop to 50 % of the 
nominal voltage, while third one stay the same as before the 
voltage sag. Before the voltage sag active power injected to the 
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grid was 300 kW. We can see that during the voltage sags 
currents are sinusoidal, but unbalanced. Currents are a little bit 
higher than the values before sags. Due to limited currents and 
lower grid voltages, power injected to grid is lower. This 
means that the production of the generator is a little bit lower, 
due to the fact that generator speed is kept constant. DC bus 
voltage is stable in this case, which means that our DVCC 
controller work properly. 
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Figure 24.  Grid voltages – Voltage sag type E  
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Figure 25.  Grid currents – Voltage sag type E  

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
-800

-600

-400

-200

0

200

400

600

800
Machine currents

Time (s)

C
u
rr

e
n
t 

(A
)

 

 

Ia

Ib

Ic

 
Figure 26.  Machine currents  – Voltage sag type E  
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Figure 27.  Electrical torque – Voltage sag type E  
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Figure 28.  DC bus voltage – Voltage sag type E  

VII. CONCLUSION 

In this paper voltage ride-through behavior of distributed 
generator has been investigated. The performance of DVCC 
has been presented for balanced and unbalanced voltage sags. 
Proposed control algorithm enable distributed generator to stay 
connected to the grid during the disturbances and to inject 
active and reactive power in accordance with its capability. 
Algorithm principles are verified using Hardware-in-the-Loop 
emulation platform and TMS320F2812 DSP platform. 
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Abstract — A number of new devices are entering the public grid 

in a form of battery charging station, either as individual units or 

as a group connected at the same grid. This paper addresses the 

question of the effect of individual charging station operation as 

non-linear unit on the local distribution grid power quality by 

investigating current and voltage spectrum, i.e. harmonics. Two 

type of charging modes are considered: Mode 3 (moderate speed 

charging) and Mode 4 (fast-charging) in case of three-phase AC 

chargers. The operation is tested on one of traditional topologies 

using computer simulations. Results showed low voltage 

distortion and rather high current one. Both distortions are in 

accordance with IEEE and IEC/EN standards. However, current 

distortion is very close to limits and in some cases may have effect 

on transformer overheating and resulted in its de-rating. 

Keywords - battery charger station, power quality, harmonics.  

I. INTRODUCTION 

Significant efforts have been made to lower the air 
pollutants emission, both on industrial and domestic level. The 
long term projections in 2007 showed that there was immediate 
need for wider usage of renewable energy sources (RES) for 
powering industry plants and households [1]. Nowadays, 
greenhouse gasses (GHG) levels are still high and above 
expected, although contribution of the RES operation in EU, 
USA and other developed countries is evident.  

Similar efforts have been made in transportation sector, 
especially for passenger vehicles, with the goal to decrease 
CO2 emission below 100 g/100km or to achieve zero emission. 
In that sense, vehicles that combine gasoline and electrical 
energy (hybrid electric vehicle - HEV) or use just electrical 
energy (battery electric vehicle - BEV, or simply, electric 
vehicle - EV) for propulsion are becoming more attractive [2]. 
There are several reasons for that, like regulation in some 
countries (USA, especially California), special incentives, 
spreading of environmental awareness, available adequate 
infrastructure and probably the most importantly, the 
performance and prices of these types of vehicles are becoming 
competitive.  

Consequently, there is a great interest in these means of 
transportation and thus more and more HEVs and EVs are sold. 
The U.S. Department of Energy expects that about one million 
of HEVs/EVs will be on the road and that about 400,000 of 
HEVs/EVs will be sold in 2015 [3]. By 2050 more than 60% of 
all vehicles in U.S. will be HEV/EV. These numbers show that 
a significant rise in the number of these vehicles will soon be 
evident. 

Traditionally, HEVs and BEVs had the notorious problem 
with the driving range and recharging time [2]. Also, weight of 
the batteries (specifically energy and power density) was 
generally a limiting factor.  

Nowadays, these problems are reduced to some extent 
whether by implementation of new technologies or via 
combining different sources with different dynamics and 
exploitation of their good characteristics in different driving 
modes. For example, average lithium-based batteries powered 
cars have up to 160 km (100 miles) driving range, while Tesla 
Model Seven longer - up to 430 km (270 miles) [4, 5]. Fig. 1 
shows estimated driving range of some modern BEV models 
represented in miles (1 mile=1.61 km) [4]. 

With the increase of these vehicles on the road, it would be 
impractical and unreasonable to expect that battery charging 
will happen only at home, with house mounted chargers, 
during the night hours. The drivers will demand adequate 
charging stations all along their driving path, i.e. along the 
main roads and even more inside city limits. Furthermore, their 
expectations are that charging time should last no longer than 
average filling time of gasoline tank or average spending time 
in gasoline stations (for tank filling, small shopping or 
refreshment).  

There are three different types of chargers depending on 
charging time or by charger construction: slow, moderate and 
fast charging stations or level 1, level 2 and level 3 types of 
chargers. Fig. 2 shows cumulative number of fast-charging 
stations operational Worldwide [6]. It can be seen that this 
number is relatively low (around 15,000 in 2014) and that it is 
lagging to the demand.  

 

Figure1. Estimated driving range of some modern BEV models [4]. 
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Figure 2. Number of EVs fast-charging stations available Worldwide [6]. 

Special problem is charger impact to electrical grid, i.e. 
their effect on power quality. Although, there have been 
significant improvements in charger construction and operation 
over the time, this item is still attracting high attention of 
researchers and wider public. Some surveys suggest that 
current THD has decreased from THDI=50.1% to 
THDI=6.12% since 1993 [7]. Even with these, probably 
deflated, numbers current THD is still high comparing with 
IEEE Standard 519-1992, IEC 61000 standards family or 
European EN50160 standard. Additional problem is that 
manufacturers produce different charging types and in different 
power levels using different technology. Therefore, it can be 
noted that chargers can have a strong influence on power 
quality.  

Considering how switching converters work, and their 
impact on current and voltage THD, the problem of power 
quality should be addressed. To get into in-depth of this 
phenomenon it is necessary to develop adequate simulation 
models and apply computer simulations.  

In this paper a model of a charger station is developed for 
three-phase public supply grid with 0.4 kV rated voltage using 
Matlab/Simulink software tools. The model represent the most 
common charger topology, i.e. a train of power electronics 
converters applied for charging purposes [8]. The model is 
applied for investigation of impact of mode 3 (moderate speed 
charging) and mode 4 (fast-charging) charging on power 
quality in the public grid. The simulation results are shown and 
some comments on observed harmonic spectrum and obtained 
THD values are stated. 

II. CHOICE OF CHARGERS 

Chargers are generally classified based on their charging 
power (level 1 to 3), or on charging modes (Mode 1 to 4).In the 
first case, they are divided according to power size, rated 
voltage levels, number of phases, and by rated current. 
Charging time depends strongly on the type of charger, 
charging current (AC or DC) and applied batteries, so different 
charging modes can be distinguished. There is a difference in 
classification in the Europe and U.S., as a consequence of 
using different standards. In Europe and rest of the World the 
IEC 61851-1 is applied, while in USA the national SAE is in 
use [9, 10]. Table I shows main characteristics of different 
types and charging modes [11]. Table I can be used as a 
guideline for which voltage and current levels are expected to 
be met in commercially available chargers.  

TABLE I CHARGERS CLASSIFICATION. 

Type of charger 
Power 
[kW] 

Voltage 
[V] 

Current 
[A] 

Charging 
time 

Slow charging 
speed - Mode 1 

3.3 
230, AC 

1~ 
16 6 – 8 h 

Slow charging 
speed - Mode 2 

10 
400, AC 

3~ 
16 2 – 3 h 

Moderate charging 
speed - Mode3 

7 
230, AC 

1~ 
32 3 – 4 h 

Moderate charging 
speed - Mode3 

22 
400, AC 

3~ 
32 1 – 2 h 

High charging 
speed - Mode4 

43 
400, AC 

3~ 
63 20 – 30 min 

High charging 
speed - Mode4 

50 
400 – 

500, DC 
100 - 
125 

20 – 30 min 

USA level 1 – AC 1.8 120, AC 15 12 – 14 h 

USA level 1 – DC  
≤19.2 

200-
450DC 

≤80 ~20 min 

USA level 2 – AC  7.2 240, AC 30 3 – 4 h 

USA level 2 – DC 
90 

200-
450DC 

200 ~15 min 

USA level 3 TBD TBD TBD TBD 

 
The charging is connected with power conversion using 

different power electronics converters. This type of devices is 
well known as non-linear one consuming distorted currents, i.e. 
producing current harmonics. Over the time, many new, 
sophisticated chargers with good performances (low THD, 
adjustable power factor) are proposed in literature 
[12, 13, 14, 15], but they tend to be rather complex both to 
control and to produce, and thus most of them aren’t being 
commercialized. Nowadays, several common topologies 
depending on charging mode and power sizes can be 
distinguished [8]. As manufacturers produce them for specific 
operating conditions, with various topologies and for different 
charging time, similar chargers may exhibit different effects on 
the grid. Still, the goal here is to test worst case scenario and 
thus a more traditional topology for charger is chosen.  

Fig. 3 shows a topology of battery charging station 
connected to the public grid. The case of a charger plug-in the 
three-phase public supply grid with 0.4 kV rated voltage, 
which is common in Europe is considered. Difference between 
moderate (Mode 3) and fast (Mode 4) charging speed chargers 
is only in referenced currents, i.e. they are the same but inject 
different currents into the battery. An example of such a 
topology, similar to the one shown in Fig. 3 and with nominal 
current and voltage for appropriate chargers shown in Table I 
can be found in chargers produced by ABB (Terra series) [16]. 

The model is configured in such a way to reflect a real 
condition in the field, as much as it is possible. The medium 
voltage (MV) public grid is three phase source with nominal 
voltage of 10 kV and frequency of 50 Hz. Instead of pure 
sinusoidal voltages, it is assumed presence of voltage harmonic 
distortion of THDU≈2% (5th and 7th harmonics with 0.02 and 
0.015 per unit amplitudes, respectively). This is done in 
accordance with actual situation in MV grid, so that the low 
voltage (LV) local grid has dominant 5th and 7th harmonic, 
already present [17].  

Standard transformer of rated power 630 kVA and the 
transfer ratio of 10kV/0.4kV is used. The charging station is 
connected to LV grid, 0.4 kV, at the transformer substation. 
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Figure 3. Matlab/Simulink scheme of selected battery charger topology. 

 

The distance from substation to the possible location, where 
a charger station may be placed is assumed to 50 meters, so 
cables are modelled in simulation accordingly. The cable has 
equivalent resistance of 10 mΩ and inductance of 0.3 mH.  

For input rectifier, simple uncontrolled three-phase bridge 
diode rectifier is used. Output of such a converter is rated to 
450 V.  

Next, considering the voltage level after the rectifier and 
nominal voltage of the batteries (in this case 300 V), it is 
evident that step-down converter should be used. Out of many 
converters, for this purpose simple buck converter was used 
and modelled. Buck’s inductance is set to 2mH and capacitance 
is set to 660µF. Taking into account the type of the rectifier 
and DC/DC converter used, it is obvious that only one 
direction of energy is assumed in this paper, i.e. the possibility 
that the batteries are used as the temporary energy bank for 
distribution grid is excluded. After buck converter a filter is 
connected. This filter has inductance of 15 mH and capacitance 
set to 33 µF. 

In order to have galvanic isolation, a single phase inverter 
is used. At the output of the isolation transformer a single-
phase bridge rectifier is connected. Transformer has nominal 
power 250 kVA, nominal frequency 10 kHz and 400V/400V 
primary/secondary voltages. A LC filter is connected to the 
rectifier output. Filter’s inductance is set to 1mH and 
capacitance is set to 440µF.At the end a lithium-ion battery 
was chosen. The battery model used in the simulation is taken 
from Simulink’s/SymPower System toolbox library and is set 
to have nominal voltage of 300 V and maximum capacity of 25 
Ah. Initial state-of-charge is set to be 50%. Also, parameters 
for all diodes and transistors are left on their default values. 
The buck and the inverter are controlled in open loop, since 
dynamic behaviour of the charger is not of interest for this 
paper. 

III. SIMULATION RESULTS 

In this paper two types of battery charger station operation 
are simulated: 3 phase AC, 0.4 kV Mode 3 (moderate charging 
speed) charger and 3 phase AC, 0.4 kV Mode 4 (high charging 
speed). Grid voltage, current and harmonic content of both 
voltage and current have been observed and calculated. Results 
are presented in Figs. 4-9. 

A. Mode 3 operation simulation results 

Figs. 4, 5 and 6 depict simulation results obtained for a 
single battery charger station operated in the mode 3 (moderate 
charging speed/time) and connected to the substation, together 
with MV grid. Fig. 4 shows line voltage, phase voltage and 
phase current at the charging station input terminals. Fig. 5 
shows harmonic spectrum of the phase voltage at the charging 
station input terminals. Fig. 6 shows harmonic spectrum of the 
phase (line) current at the charging station input terminals. 

 
Figure 4. Line voltage, phase voltage and phase current at the charging station 

input terminals (Mode 3). 

 

Figure 5. Phase voltage harmonic spectrum at the charging station input 
terminals (Mode 3). 

B. Mode 4 operation simulation results 

Figs. 7, 8 and 9 depict simulation results obtained for a 
single battery charger station operated in the mode 4 (fast 
charging speed / time) and connected to the substation, together 
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Figure 6. Phase current harmonic spectrum at the charging station input 
terminals (Mode 3). 

with MV grid. Fig. 7 shows line voltage, phase voltage and 
phase current at the charging station input terminals. Fig. 8 
shows harmonic spectrum of the phase voltage at the charging 
station input terminals. Fig. 9 shows harmonic spectrum of the 
phase (line) current at the charging station input terminals. 

 

Figure 7. Line, phase voltage and phase current at the charging station input 
terminals (Mode 4).  

 

Figure 8. Phase voltage harmonic spectrum at the charging station input 
terminals (Mode 4). 

 

Figure 9. Phase current harmonic spectrum at the charging station input 
terminals (Mode 4). 

IV. DISCUSSION 

A. Mode 3 operation 

In the case of mode 3 operation of the battery charging 
station results show a low voltage distortion and a high current 
one (Fig. 4).  

Total harmonic distortion of phase voltage is THDU=3.8%, 
while distortion from individual harmonics is less than 2% 
(Fig. 5). For comparison purposes, the IEEE Standard 519 and 
IEC 61000/EN61000 standard series are considered. 

By IEEE STD 519 standard voltage THD for MV systems 
less than 60 kV must be under 5% and all individual harmonics 
should be fewer than 3% [18]. It can be seen that only 7th 
harmonic have magnitude close to 2%, while the rest are well 
under 2%. 

By IEC 61000-2-4 standard voltage THD for MV systems 
is limited to 8% (Class 2) [19]. For individual harmonics, 
different limits have been stipulated between 1% and 6% 
(Fig.10). It can be seen that all voltage harmonics are below 
given limits.  

As THDU=2% in MV grid was assumed as existing 
harmonics distortion, it may be concluded that the effect of 
charging station operation regarding voltage harmonics is in 
line with existing standards. 

IEC 61000-2-4 COMPATIBILITY LEVELS - VOLTAGE HARMONICS
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Figure 10. IEC 61000-2-4 Compatibility levels for MV voltage harmonics [19] 

Fig. 6 shows that current harmonics are high. Total 
harmonic distortion is THDI=38.28%, while individual one lies 
between 5% and 43% for odd harmonics.  

By the IEEE STD 519 standard, current harmonics are 
above limits. All odd harmonics under 11th should be less than 
12% for systems with short circuit/maximum load (first 
harmonic) current ratio between 100 and 1000 which is here 
the case. Thus, current harmonics are well above the desired 
level. The biggest problems are the 5th, 7th, 9thand 
11thharmonics. 

If IEC 61000-3-4 standard is considered (Table II), it can 
be seen that limits are satisfied only for ratio of short circuit 
power and load power 450 and above [20]. 

B. Mode 4 operation 

In the case of mode 4 operation of the battery charging 
station results again show a low voltage distortion and a high 
current one (Fig. 7). It is obvious that voltage distortion is 
similar to mode 3 case (THDU=3.05%), while input current is 
less distorted (THDI=35.12%; HDI=5%-28%). The same 
conclusions are valid for this mode, except that IEC 61000-3-4 

Class 1 

Class 2 

Class 3 
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standard limits are satisfied for ratio of short circuit power and 
load power of 250 and above. 

TABLE II IEC/EN 61000-3-4 CURRENT HARMONICS LIMITS (ST 2) [20] 

 HDIn – ODD HARMONICS ONLY  

[%] 

THDI 
[%] 

RSCE= 
SSC/SL 

n=5 n=7 n=11 n=13 n≥15 non-sim. / 3~ 
simetr. 

<66 14 11 10 8 / 25 / 16 

120 16 12 11 8 / 29 / 18 

250 30 18 13 8 / 39 / 35 

450 50 35 20 15 / 51 / 58 

>600 60 40 25 18 / - / 70 

- Even harmonics are limited to: In/I1 = 16/n 

- Harmonics multiply of 3 are not present 

- Assumption is that the load is balanced 

Regarding effect of harmonics on the line transformer, 
some researchers indicated that the current THD should be 
limited to 25–30% in order to have a reasonable transformer 
life expectancy [7]. In both considered cases obtained current 
THD is above this recommendation. This means that some 
problems with transformer overheating may be expected or 
some level of de-ratting should be applied. 

The problem of deteriorated power quality in the local 
distribution network could be solved by connecting the 
chargers to another substation with higher power (higher short 
circuit power), by using harmonic filters or by implementing 
some more sophisticated chargers topologies. 

V. CONCLUSIONS 

Two types of battery charger stations have been 
investigated regarding input current and voltage harmonics, i.e. 
effects of their operation on power quality. A Matlab/Simulink 
simulation model have been developed and used for testing. 
The model parameters are selected in such a way to reflect real 
conditions in public grid. The results show that voltage 
harmonics are significantly below existing limits in IEEE and 
IEC/EN standards. On the other hand, the current harmonics 
are close to the limits or even higher, especially for some 
individual harmonics. This may have effect on distribution 
transformer overheating and reducing its life expectancy.  
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Abstract—This paper addresses the question of the impact of the 

multiple battery charger stations on the local distribution grid 

power quality by investigating grid current and voltage 

spectrum. The case of station with multiple battery chargers of 

two types (mode 3 and mode 4) is considered. A Matlab/Simulink 

model has been developed and used for testing. The model 

parameters are selected in such a way to reflect real conditions in 

public grid. The results show that level of voltage harmonics is 

increased. Further on, the current harmonics are also high and 

above IEEE standard 519-1992 limits and IEC/EN 61000-3-4 

levels. Still, as a result of harmonic cancelation and attenuation 

effect, the THDI is lower than in case of single charger operation. 

Keywords- multiple battery charger station, power quality, THD 

values, harmonics.  

I. INTRODUCTION 

Recent market studies foresee a huge rise of number of 
plug-in hybrid (PHEV) and plug-in electric (PEV) vehicles on 
the roads in this decade and further on [1, 2, 3, 4, 5]. Only in 
U.S.A. about one million of HEVs/EVs are expected by the 
end of 2015 (about 400,000 new HEVs/EVs to be sold in 2015) 
[5]. Globally, by the end of the next year around 2,000,000 will 
be on the streets and roads [3]. By 2020 20 million are 
predicted worldwide, and by 2050 more than 60% of all 
vehicles in U.S. will be HEV/EV.  

One of the main challenges in realization of this ambitious 
plan is providing the drivers adequate energy supply 
infrastructure. Such infrastructure needs to be built, to be 
available in wide areas and with services similar to existing gas 
stations. However, not all services are needed. The reasons are 
in different characteristics, which are actually advantages of 
battery charging stations (BChS) over the gas pumps, such as:  

 no need for underground storage tanks,  

 environmentally friendly - no risk of pollution, gasoline 

leaking and similar accidents, 

 self-service is simple,  

 charging may be easily controlled,  

 billing may be simplified using bank cards,  

 no need for regular stuff and  

 easy for maintenance and distance control.  

Still, there are some items to be taken care of, such as: 
danger of electric shock, EM radiation, different standards for 
plugs and sockets, safe placement of station-to-vehicle 
connecting cables (which may be heavy and bulky), anti-
vandalism strategy and measures for prevention of stealing or 

robbing the station. Modern realizations provide solution to the 
most of these issues. 

Another very important issue is connection with public or 
private grid. One aspect is electrical energy availability in 
electric power system and reliability of the supply. Many 
researchers have studied such problems. Different operating 
strategies, charging models and scheduling have been 
proposed. [6, 7, 8, 9, 10]. Further on, a possibility of EV´s 
application as electrical storage systems and grid support 
(V2G) has been discussed, too [11, 12, 13].  

The next, very important aspect is quality of supply and 
interaction of the BChS with power system. The battery 
chargers are known as non-linear loads, which distort input 
current and produce harmonic “pollution” in the public grid. A 
lot of papers have addressed this problem regarding single 
BChS operation and its impact on the grid [14, 15, 16]. It has 
been reported that total harmonics distortion of input current is 
between 60% and 70% if uncontrolled AC/DC converters are 
used [14].  

In this paper, impact of multiple battery charging stations 
(MBChS) on power quality in the public grid is considered. To 
investigate this problem, a computer model of single charger is 
used [17]. The model represent the most common modern 
charger topology, actually a train of power electronics 
converters applied for charging purposes [18]. This charger 
differs from the one used by other authors, when a cluster of 
simple chargers has been considered [19]. The MBChS is 
regarded as a load equipped with a number of modern battery 
chargers, which may operate simultaneously. The overall 
station model is developed and applied for investigation of the 
MBChS impact on power quality. The simulation results are 
shown and results are discussed and compared with existing 
power quality standards.  

II. MODEL OF A MULTIPLE BATTERY CHARGING STATION 

Single BChS is standardized in USA and EU in three or 
four different types depending on charging current (AC or DC) 
and power size (input voltage and current) and consequently on 
duration of charging time: chargers of Levels 1 to 3 (SAE 
J1772 standard, USA) or Modes 1 to 4 (IEC 61851-1 standard, 
EU) [20, 21]. Their main electrical characteristics and charging 
time are listed in Table I and Table II.  

Nowadays, the BChSs, either as single or multiple units, are 
spreading fast in the Europe. Typical public station may be 
located on open road, or more likely in a city centre (business 
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and shopping areas) and industrial zones. Suitable locations are 
also university campus and shopping moles parking sites, while 
residential chargers are to be expected in a city suburbs and 
villages. A map presented on Fig. 1 shows current position and 
operation status of BChSs in Europe, according to [22]. 
Although the map may not be detailed enough and probably 
does not show all types of chargers (especially in big city 
areas), still it indicates that the public and high-power/fast 
chargers are in majority. To serve several customers 
simultaneously, a number of BChS are needed in one location. 
Therefore, in this paper an MBChS operating in the mode 3 
(moderate speed charging) and the mode 4 (fast-charging) is 
considered. 

TABLE I TYPE OF CHARGERS ACCORDING TO SAE J1772 [20] 

Type AC Charging DC Charging 

Level 1 

 

120V, 1~, max 16A 

max 1.9 kW  

200 – 450 V, max. 80A 

19.2 kW 

Charging 
time 

12h - 14h ~20 min 

Level 2 240V, 1~, max 80A 

max 19.2 kW  

200 – 450 V, max. 200A 

90 kW 

Charging 
time 

3h - 4h ~15 min 

Level 3 TBD  

( 3~) 

TBD  

(200-600V, max 400A 

max 240kW) 

TABLE II TYPE OF CHARGERS ACCORDING TO IEC 61851-1 [21] 

Type AC Charging 

1 phase 

AC Charging 

3 phase 

DC 
Charging 

Mode 1 230V, max 16A NA NA 

Charging 
time 

Slow  
(8 - 12h) 

NA NA 

Mode 2 NA 400V, max 16A NA 

Charging 
time 

NA Slow  
(8 - 12h) 

NA 

Mode 3 230V, max 32A 400V, max 32A NA 

Charging 
time 

Moderate 

(2 – 4h) 

Moderate 

(1 – 2h) 

NA 

Mode 4 NA 400V, max 63A 600V, 400A 

Charging 
time 

NA Fast 

(20-30 min) 

Fast 

(15-20 min) 

 

 

Figure 1. Available battery charging stations in Europe (Oct.2014) [22] 

A modern BChS consists of several power electronics 
converters to enable adequate power processing, control and 
galvanic isolation. Fig.2 shows a three-phase AC topology 
applied in this paper, which enables mode 3 or mode 4 
operations.  

 

Figure 2. Topology of the modelled BChS. 

The model is configured in such a way to reflect a real 
condition in the field, as much as it is possible. Standard 
distribution transformer of rated power 630 kVA and the 
transfer ratio of 10kV/0.4kV is used. The charging station is 
connected to LV grid, 0.4 kV and the connecting cable 
parameters are taken into consideration. Input AC/DC 
converter is an uncontrolled three-phase bridge diode rectifier, 
which is followed by buck-converter for the DC voltage 
levelling and a full-bridge DC/DC unit to provide galvanic 
isolation and output control. Output of such a converter is rated 
to 450 V. Taking into account the type of the rectifier and 
DC/DC converter used it is obvious that only one direction of 
energy is assumed in this paper, i.e. the possibility that the 
batteries are used as the temporary energy bank for distribution 
grid is excluded. At the end a lithium-ion battery was chosen. 
More details of the model are explained in [17]. 

Figure 3 depicts organization and content of the MBChS, 
which is modeled in the paper. It can be seen that it consists of 
six chargers – two fast and four moderate ones. It also shows 
how chargers can be connected to the distribution network. By 
turning on/off various switches, different chargers could be 
connected and put into operation. There are a number of 
combinations of possible usage of these chargers. All of them 
are modeled, but results of 14 of them will be presented here. 
For easier understanding, these cases are labeled as: 0F1M 
meaning zero fast and one moderate charger are connected (all 
switches, except switch 6 are open) or 2F4M meaning two fast 
and 4 moderate chargers are in operation (all switches are 
closed).  

 

Figure 3. The MBChS - Energy flow from grid to batteries. 

III. SIMULATION RESULTS 

The Matlab/Simulink model of the MBChS is used to track 
input current and voltage harmonics for all 14 cases of station 
operation. Results are presented in Tables III and IV.   
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TABLE III INDIVIDUAL AND TOTAL HARMONIC DISTORTION OF INPUT VOLTAGE FOR DIFFERENT CASES OF CHARGER OPERATION 

      HDU [%] for harmonic order       

State of 
chargers 

3 5 7 9 11 13 15 17 19 
ТHDU 

[%] 

0F1M 0.42 0.89 1.99 0.15 0.65 0.51 0.08 0.55 0.52 2.87 

0F2M 0.7 0.87 1.97 0.24 1.44 0.85 0.14 1.17 0.95 3.80 

0F3M 0.73 1.67 1.96 0.47 1.98 1.07 0.33 1.53 1.16 4.75 

0F4M 0.87 2.47 1.96 0.75 2.41 1.21 0.53 1.76 1.27 5.55 

1F0M 0.2 0.72 1.53 0.14 0.97 0.74 0.12 0.86 0.79 3.05 

1F1M 0.4 0.66 1.81 0.14 1.26 1.02 0.06 1.03 1.12 3.59 

1F2M 0.49 1.09 1.89 0.15 1.62 1.21 0.03 1.26 1.33 4.16 

1F3M 0.72 1.59 1.91 0.13 1.99 1.39 0.03 1.51 1.48 4.77 

1F4M 0.78 2.09 1.87 0.33 2.28 1.44 0.18 1.7 1.51 5.29 

2F0M 0.29 1.17 1.63 0.13 1.9 1.52 0.01 1.46 1.61 4.53 

2F1M 0.5 1.75 1.82 0.12 2.16 1.7 0.06 1.57 1.78 5.05 

2F2M 0.64 2.43 1.82 0.23 2.59 1.83 0.07 1.84 1.79 5.87 

2F3M 0.66 2.88 1.81 0.38 2.84 1.84 0.18 1.98 1.74 6.29 

2F4M 0.77 3.28 1.88 0.38 2.97 1.94 0.17 2.01 1.77 6.56 

 

TABLE IV INDIVIDUAL AND TOTAL HARMONIC DISTORTION OF INPUT CURRENT FOR DIFFERENT CASES OF CHARGER OPERATION 

      HDI [%] for harmonic order       

State of 
chargers 

3 5 7 9 11 13 15 17 19 
ТHDI 
[%] 

0F1M 18.3 43.51 17.4 2.7 10.46 6.75 0.61 5.62 4.8 52.89 

0F2M 21.13 43.95 15.59 1.81 11.62 6.13 0.36 6.03 4.64 53.82 

0F3M 14.06 38.16 12.33 2.4 10.37 4.87 0.93 5.2 3.66 44.92 

0F4M 11.95 33.65 9.92 3.38 9.0 3.86 1.47 4.28 2.8 39.10 

1F0M 6.44 28.41 12.99 1.27 9.39 6.33 0.52 5.33 4.54 35.12 

1F1M 7.59 30.64 12.49 1.16 9.07 5.86 0.25 4.81 4.38 36.58 

1F2M 10.93 33.23 12.99 1.2 9.59 5.78 0.2 4.92 4.28 39.80 

1F3M 11.7 33.9 12.69 1.0 9.58 5.61 0.16 4.73 4.12 40.36 

1F4M 12.21 34.47 12.21 1.47 9.74 5.2 0.42 4.7 3.68 40.76 

2F0M 5.33 27.4 12.04 0.94 8.6 5.66 0.24 4.36 4.13 32.94 

2F1M 5.89 28.16 11.67 0.86 8.37 5.38 0.15 3.99 3.86 33.31 

2F2M 9.2 30.79 12.13 1.03 9.04 5.29 0.25 4.22 3.62 36.61 

2F3M 8.28 30.68 11.38 1.32 8.75 4.91 0.4 3.98 3.26 35.79 

2F4M 9.31 31.0 11.19 1.53 8.79 4.72 0.51 3.87 2.98 36.18 

 

Due to limited space, only the two of them will be regarded 
here, which represents two extremes – minimum and maximum 
charger loads. These two cases in comparison may show the 
main trend for voltage, current and power quality for all other 
cases. In this paper two types of MBChS operation are 
simulated:  

1. Single unit in operation (switch 6 closed) - 3 phase AC, 
0.4 kV, Mode 3 (moderate charging speed) charger and  

2. All units in operation (all switches closed) - 3 phase AC, 
0.4 kV, Mode 4 (fast charging) charger.  
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Grid voltage, current and harmonic content of both voltage 
and current have been observed and calculated. Results are 
presented in Figs. 4-9. 

A. Simulation results in case of one charger in mode 3 

operation 

Figs. 4, 5 and 6 show simulation results obtained for a 
single battery charger station operated as mode 3 charger and 
connected to the substation (switch 6 closed). Fig. 4 shows line 
voltage, phase voltage and phase current at the charging station 
input terminals. Fig. 5 shows harmonic spectrum of the one 
phase voltage, while Fig. 6 shows harmonic spectrum of the 
phase (line) current, both at the MBChS input terminals. 

 

Figure 4. Line voltage, phase voltage and phase current at the charging station 

input terminals (one charger connected - mode 3). 

 

Figure 5. Phase voltage harmonic spectrum at the charging station input 
terminals (one charger connected - mode 3). 

 

Figure 6. Phase current harmonic spectrum at the charging station input 

terminals (one charger connected - mode 3). 

B. Simulation results in case of all chargers in operation  

Figs. 7, 8 and 9 present simulation results obtained for 
simultaneous operation of all battery chargers (all switches 

closed), both mode 3 (moderate charging time) and mode 4 
(fast charging time), and connected to the substation. Fig. 7 
shows line voltage, phase voltage and phase current at the 
MBChS input terminals. Fig. 8 shows harmonic spectrum of 
the phase voltage, while Fig. 9 shows harmonic spectrum of the 
phase (line) current, both at the MBChS input terminals. 

 

Figure7. Line voltage, phase voltage and phase current at the MBChS input 

terminals (all chargers connected). 

 

Figure 8. Phase voltage harmonic spectrum at the MBChS input terminals (all 

chargers connected). 

 

Figure 9. Phase current harmonic spectrum at the MBChS input terminals (all 
chargers connected). 

IV. DISCUSSION 

A. Harmonic compatibility levels 

For comparison purposes, the IEEE Standard 519 and IEC 
61000/EN61000 standard series are considered.  

By IEEE STD 519 standard voltage THD for MV systems 
less than 60 kV must be under 5% and all individual harmonics 
should be fewer than 3% [23, 24]. Fig. 10 shows limits 
stipulated by IEC 61000-2-4 standard for voltage THD and 
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MV systems. It can be seen that the THDU is limited to 8% for 
Class 2 loads [23, 25]. 

IEC 61000-2-4 COMPATIBILITY LEVELS - VOLTAGE HARMONICS
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Figure 10. IEC 61000-2-4 Compatibility levels for MV voltage harmonics 

The level of current harmonics limits depends on ratio of 
short-circuit and load current (IEEE standard 519-1992) or 
short-circuit and load power (IEC 61000-3-4) at the point of 
common coupling of a harmonic producing device. Table V 
and VI shows the limits levels stipulated in IEEE standard 519-
1992 and IEC 61000-2-4, respectively. 

 

TABLE V IEEE 519-1992  -  CURRENT HARMONICS LIMITS 

 

 

TABLE VI    IEC/EN 61000-3-4  CURRENT HARMONICS LIMITS (STAGE 2) 

 HDIn – ODD HARMONICS ONLY  

[%] 

THDI 
[%] 

RSCE= 
SSC/SL 

n=5 n=7 n=11 n=13 n≥15 non-sim. / 3~ 
simetr. 

<66 14 11 10 8 / 25 / 16 

120 16 12 11 8 / 29 / 18 

250 30 18 13 8 / 39 / 35 

450 50 35 20 15 / 51 / 58 

>600 60 40 25 18 / - / 70 

- Even harmonics are limited to: In/I1 = 16/n 

- Harmonics multiply of 3 are not present 

- Assumption is that the load is balanced 

 

B. Single charger, mode 3 operation 

In the case of single charger, mode 3 operation of the 
battery charging station results show a low voltage distortion 
and a high current one.  

Total harmonic distortion of phase voltage is 
THDU=2.87%, while distortion of individual harmonics is less 
than 1% (Fig. 5). Both distortions are well below the limits of 
IEEE STD 519 standard. If IEC 61000-2-4 standard is 
considered, it is clear that THDU is below compatibility levels, 
as well as individual harmonics (all odd harmonics are below 
1%). As MV grid was assumed with 2% of existing voltage 
harmonics distortion, it may be concluded that the impact of 
single charger operation regarding voltage harmonics is in line 
with existing standards. 

On the other hand, Fig. 6 shows that current harmonics are 
high. Total harmonic distortion is THDI=52.89%, while 
individual ones lie between 5% and 43% for odd harmonics. 
By the IEEE STD 519 standard (Table V), current harmonics 
are above limits. All odd harmonics under 11th should be less 
than 12% for systems with short circuit/maximum load (first 
harmonic) current ratio between 100 and 1000 which is here 
the case. Thus, current harmonics are well above the desired 
level. The biggest problems are the 5th, 7th, 9th and 11th 
harmonics. If IEC 61000-3-4 standard is considered (Table VI), 
it can be seen that limits are satisfied only for ratio of short 
circuit power and load power 450 and above. 

C. All chargers in operation (Mode 3 and Mode 4) 

In the case of simultaneous operation of all battery 
chargers in the MBChS (mode 3 and mode 4), results show 
relatively low voltage distortion, while the current one is high. 

Voltage distortion in this case is significantly higher than 
in previous case when only one of the mode 3 chargers were 
in operation. The THDU is now up to 6.24%, which is above 
IEEE Standard 519-1992 limit. Also, individual harmonics are 
high, close to the stipulated values, especially the 5th and the 
11th ones (HDU5=2.8%, HDU11=2.7%). If IEC 61000-3-4 is 
considered, the conclusions are a little bit different – THDU 
and all individual harmonics are inside the limits, except the 
19th. Therefore, in this case we may conclude that MBChS 
operation will result in high voltage distortion, especially if 
background voltage distortion of 2% is already present in the 
system. 

Current harmonics are lower than in previous case, but still 
high. The results show that total harmonic distortion is 
THDI=36.75% and that individual current harmonics are 
between 3% and 11%. Again, they are higher than IEEE 519 
limits in all cases, but acceptable for IEC 61000-3-4 if ratio of 
short circuit power and load power is 250 and above. 

The obtained result of decreasing of the THDI in case of a 
number of chargers operating at the same time is similar to 
effects of a PC cluster operation. It was shown that if a large 
number of PCs are operating simultaneously, the THDI level 
is significantly lower, than in case of single PC operation. This 
phenomenon is explained with harmonic cancelation and 
attenuation effects. The THDI vs number of PCs relation has 
been proposed [26].  

V. CONCLUSION 

The multiple battery charger station is analyzed regarding 
possible impact on power quality in public grid. The case of 
station with multiple battery chargers of two types (mode 3 and 

Class 1 

Class 2 

Class 3 
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mode 4) is considered. Effects of their operation on power 
quality are investigated. A Matlab/Simulink simulation model 
has been developed and used for testing. The model parameters 
are selected in such a way to reflect real conditions in public 
grid. The results show that in case of all chargers simultaneous 
operation voltage harmonics are increased – they surpassed the 
IEEE standard 519-1992 compatibility levels and even some of 
the IEC/EN 61000-3-2 standard ones (the 19th harmonic). 
Further on, the current harmonics are also high and above 
IEEE standard 519-1992 limits and IEC/EN 61000-3-4 levels if 
ratio of short circuit power and load power is less than 250. 
Still, as a result of harmonic cancelation and attenuation effect, 
the THDI is lower than in case of single charger operation.  
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Abstract— This paper is based on the research project 

between Rheinischen Fachhochschule in Köln - University of 

Applied Sciences, Germany, and the University of Niš, Serbia in 

regard of modeling of photovoltaic cells of different technologies. 

Standard models used for modeling of photovoltaic cells give 

partially satisfactory results, which are mostly depending on the 

physical-mathematical model and on the technology of the 

photovoltaic cells used. In this work we compare simulation 

results based on simplified diode model and one-diode model 

with the characteristics of three different real photovoltaic 

modules of different cell type based on different cell technology. 

We show the dependency of accuracy of the physical models by 

the choice of ideality factor and reverse saturation current, which 

at least often led to calculation of different efficiency factors of PV 

cells. Thus, the calculated data given by manufacturer can 

distinguish significantly in regard of cell efficiency compared with 

the measured data. By varying of ideality factor and reverse 

saturation current, the curve course of the simulated 

characteristic curve can be adjusted to show a very good 

correspondence with the curve course of the real cell. 

Furthermore, we show the differences in the quality factor 

according to the model used and give a reference in conclusion to 

the limits of the current based on different cell technology. 

Keywords — Modeling, Photovoltaic cells, Simulation 

component. 

I.  INTRODUCTION  

Within the scope of the common research project between 
the Rheinischen Fachhochschule in Köln - University of 
Applied Sciences, Germany as well as the University of Niš, 
Serbia the analogous model of the current photovoltaic 
technologies, in particular the silicon-based mono-crystalline as 
well as polycrystalline solar cells are investigated in regard of 
their exactness and compared with the real photovoltaic (PV) 
cells. In previous publications the topographic influence as well 
as the inverter-feedback on the PV cells were presented, which 
up to now were not taken into consideration in the current 
diode models [1, 2, 3, 4]. In order to test the so called diode 
models on a real system and show the dependency of the 
physical-mathematical models on the variable parameters 
depending on the cell type, as well as on saturation current and 
ideality factor, technical PV cells data of the manufacturer 
must be once investigated. In order to estimate the 

manufacturer's data of the PV cells special precision stamped 
measuring instruments are to be used to validate the basic 
manufacturer's data about the used PV cells. Furthermore 
simulation applications, which allow the variation of the 
saturation current and ideality factor, can be used to draw a 
comparison between the own developed model and a real PV 
cell. In this publication simulation application for a test of the 
simplified diode model as well as one-diode model are 
presented. By creating the PV characteristic curves it is 
possible to get values about the nominal power, open-circuit 
voltage and short-circuit current of the module which are 
calculated under the so called standard test conditions (STC). 
By STC one understands the performance of the PV module 
with an irradiation of 1000 W / m² at module level with a 
certain spectrum of the light. Furthermore the temperature may 
amount only 25˚C. By the STC standardization of all 
measuring data, also different modules can be compared with 
each other by using different irradiation and temperature 
conditions and relations. In this paper we use symbols 
according to IEC 60617-2:1996 and EN 60617-2:1997. 
Symbols used in Figure 4 and 8 for diodes are symbol 05-03-
01 out from the EN-60617-range and for ideal current source 
symbol 02-16-01 out from the EN-60617-range.  

II. MEASUREMENT PRINCIPLES AND REQUIREMENTS 

For the measurement of the current and voltage 
characteristic curves a module is loaded with a defined electric 
load and therefore the voltage and the electrical current are 
measured as a value pair, transfer analogy on the y and x axis, 
defining the I/U PV model. During the measurement, the 
environmental parameters play an essential role. The condition 
of the environment is to be documented inevitably during the 
measurement, because it is difficult to catch a few moments in 
the year (at least in central Europe) when optimum 
measurement conditions exist. An alternative exists by using of 
the so called solar spectral simulators. In order to make a 
projection from the environmental conditions on the STC 
terms, the irradiation for the most PV instruments, should 
amount to at least 700 W/m². Due to the respective measuring 
technology, environmental temperature, irradiation angle and 
spectral responsivity of the sensor, the measurements of the 
irradiation strength can become different. Even the 
determination of the exact PV module temperature is connected 
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with bigger problems because the relevant temperature is not 
measurable in the solar cell. The simplest, still reliable method 
is the use of an exact external temperature sensor, which
appropriated to the back side of the PV module. In this work 
we will firstly present how to compare the PV diode models 
with the real PV cells of a certain manufacturer device by using 
the simulations application. In further work we will explain the 
development of the real test device for the measurement of the 
specific PV data required by the model of the PV cells.

A. Characteristic curves of three real PV modules

The modeling of the characteristic curve of PV
with the help of analogous models is a usual and proven 
method [5, 6, 7]. To simulate the PV modules, the simulation 
application “PV-Teach” was used [8]. PV-Teach 
tool which presents the possibilities to use the single analogous 
models by varying of diverse parameters. The progr
also the import of the real module characteristics and 
generation of the real curves according to data sheet of the 
manufacturer. Also it allows simulation by using of analogous 
models. First of all technical data of real PV modules 
in order to construct the characteristic curves
comparison of the real PV module with one of the PV 
analogues models as e.g. simplistic model, one
two-diode model or the model of the effectual 
curve can be carried out. In addition, an optimization of the 
saturation current and ideality factor parameters
this work the so called simplified diode model
model will be presented and compared using the PV
order to test the PV models, characteristic curves of 3 different 
real PV cells are used. The used PV cells are: SW 165 Wp by 
Solarworld, Sunrise SRM 185 dp by Solartec and ATF 43 solar 
cell by Antec. The three modules have following 
technical characteristics:   

TABLE I.  TECHNICAL DATA OF SOLARWORLD 

Solarworld SW 165 Wp 

Nominal power 165 Wp 

Nominal voltage 35,4 V 

Nominal current 4,70 A 

Open-circuit voltage 43,3 V 

Short-circuit current 5,10 A 

Cell type polycrystalline

 
By using of PV Teach following measured (real) 
curve is characterized for Solarworld SW 165 Wp module: 

Fig. 1. Measured characteristic curve Solarworld SW 165 

with bigger problems because the relevant temperature is not 
measurable in the solar cell. The simplest, still reliable method 
is the use of an exact external temperature sensor, which is 
appropriated to the back side of the PV module. In this work 
we will firstly present how to compare the PV diode models 
with the real PV cells of a certain manufacturer device by using 
the simulations application. In further work we will explain the 

velopment of the real test device for the measurement of the 
specific PV data required by the model of the PV cells.  
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addition, an optimization of the 
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cells are: SW 165 Wp by 
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measured (real) characteristic 
curve is characterized for Solarworld SW 165 Wp module:  

 

characteristic curve Solarworld SW 165  

TABLE II.  TECHNICAL 

Solartech Sunrise SRM

Nominal power 

Nominal voltage 

Nominal current 

Open-circuit voltage

Short-circuit current

Cell type 

 

By using of PV Teach following characteristic curve is 
characterized for Solartech Sunrise SRM

Fig. 2. Measured characteristic curve Sunrise SRM

TABLE III.  TECHNICAL 

Anatec Thin Layer Modul ATF 43

Nominal power 

Nominal voltage 

Nominal current 

Open-circuit voltage

Short-circuit current

Cell type 

By using PV Teach, following characteristic curve is 
characterized for Anatec Thin Layer Modul ATF 43 module: 

Fig. 3. Measured characteristic curve ATF 43 

 

Physical simulation models describe the PV module 

mathematically or physically and offer a relation to th

component. An unirradiated PV module is nothing else than 

one large-area diode. Hence, this electric structural element 

be described by the diode equation 

ECHNICAL DATA OF SUNRISE SRM-185 

Solartech Sunrise SRM-185 

185 Wp 

 36,3 V 

 5,10 A 

circuit voltage 44,2 V 

circuit current 5,51 A 

monocrystalline 

By using of PV Teach following characteristic curve is 
characterized for Solartech Sunrise SRM-185 module:  

 

characteristic curve Sunrise SRM-185 

ECHNICAL DATA OF MODUL ATF 43 

Anatec Thin Layer Modul ATF 43 

 43 Wp 

 53 V 

 0,81 A 

circuit voltage 81 V 

circuit current 1,07 A 

Cds/CdTe 

 
following characteristic curve is 

characterized for Anatec Thin Layer Modul ATF 43 module:  

 

characteristic curve ATF 43  

Physical simulation models describe the PV module 

mathematically or physically and offer a relation to the real 

component. An unirradiated PV module is nothing else than 

area diode. Hence, this electric structural element can 

by the diode equation according to Shockley. In 
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addition, a numerical simulation model is described with the 

help of the model of the actual characteristic

empiric simulation model no relation to the real component 

exists. Despite of it, the model can deliver actual 

curve with very good results.  

 

B. Simplified Diode-Model vs. Simulation M

Teach 

The unlit solar cell is nothing else than one solid

[5, 6]. It behaves physically in the similar way.

of the solar cell, so called photoelectric current 

photoelectric current is referred to as IPh. With 

circuit diagram from an ideal current generator

these relations can be exposed. 

Fig. 4. Simplified diode model 

The equation for the characteristic curve is given with:
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IS is so-called reverse saturation current according to the 

Shockley-Equation. It depends on diffusion voltage (junction 

built-in voltage), the length of the diffusion of electrons and 

holes, density of donator atoms, Richardson

the surface of PN-transition area. The Is 

germanium based diodes Is ≈ 100nA and for silicon diodes 

10pA [5, 6, 7]. In order to reproduce better a real solar cell 

characteristic curves, one more factor, so called ideality factor 

m (also known as emission coefficient) is introduced in the 

exponent. Ideality factor m has value between 1 and 2 and it 

represents the measure of the divergence of the characteristic 

curve compared with the ideal diode character

to define the holistic solar cell characteristic curves, short

circuit current �� and open-circuit voltage 

defined. Based on the simplified diode-model these are defined 

as follows:  
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addition, a numerical simulation model is described with the 

characteristic curve. With the 

empiric simulation model no relation to the real component 

. Despite of it, the model can deliver actual characteristic 

Model by using PV 

solar cell is nothing else than one solid-state diode 

. It behaves physically in the similar way. By irradiation 

of the solar cell, so called photoelectric current occurs. The 

. With an equivalent 

current generator and a diode, 

 

The equation for the characteristic curve is given with: 
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Equation. It depends on diffusion voltage (junction 

diffusion of electrons and 
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≈ 100nA and for silicon diodes IS ≈ 

n order to reproduce better a real solar cell 

characteristic curves, one more factor, so called ideality factor 
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has value between 1 and 2 and it 

represents the measure of the divergence of the characteristic 

curve compared with the ideal diode character [7, 9]. In order 

e the holistic solar cell characteristic curves, short-

circuit voltage �� need to be 

model these are defined 

Ph
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By using the simulations software PV

characteristic curves for PV modules 

Solarworld, Sunrise SRM 185 dp by Solartec and ATF 43 

solar cell by Antec will be compared with

diode-model. Following starting values for 

characteristics are used (Table IV)

TABLE IV.  REAL MODULE CHARACTER

 
Solarworld SW 

165 Wp 

Photoelectric 

current 
4,97 A 

Saturation current 2,113 µA 

Diode factor 2,87 V 

 

The simulated characteristic curves

the original measured curves

manufacturer are presented in the 

 

Fig. 5. Comparison: measured/simulated characteristic curve for 

SW 165

Fig. 6. Comparison: measured/simulated 
SRM

Fig. 7. Comparison: measured/simulated 

y using the simulations software PV-Teach the measured 

characteristic curves for PV modules SW 165 Wp by 

Solarworld, Sunrise SRM 185 dp by Solartec and ATF 43 

compared with simulated simplified 

starting values for real module 

(Table IV): 

EAL MODULE CHARACTERISTICS 

Solartech Sunrise 

SRM-185 

Anatec Thin Layer 

Modul ATF 43 

5,61 A 0,99 A 

1,287 nA 17,53 µA 

2,04 V 7,05 V 

curves (red line) compared with 

curves (white line) given by 

the following figures: 

 
imulated characteristic curve for Solarworld 

SW 165 

 
imulated characteristic curve for Sunrise 
SRM-185 

 
imulated characteristic curve for ATF 43 
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The already mentioned parameters m and 

the curve course of the simulated characteristic curve shows a 

very good correspondence with the curve course of the

cell. Indeed, it is obvious that even after optimization of the 

parameters still a clear divergence between m

characteristic curve and the simulated characteristic curve

exists. It means that depending on the choice of the parameters, 

different efficiency data of the PV cell can arise. 

goodness (quality factor) amounts for the polycrystalline 

module of Solarworld to G = 98.33, for the mono

module Solartec the achieved goodness is G

least the goodness for the thin layer-module 

to G = 98.62. The divergence or the inaccuracy occurs

the simplified diode-model is only an idealized 

presentation of the diode characteristics [10]. 

 

C. One Diode-Model vs. Simulation Model by using PV Teach

For exact consideration of the electrical losses in the solar 
cell, it is inevitable to connect the ideal diode with farther 
components which describe the deviations from the reality. 
One possible analogous model of a real solar cell is shown with 
the so-called one-diode model. 

Fig.8. One-diode model of the solar cell

Compared with the simplified diode model, the one
model includes standard serial resistance R
the ohm losses in the front contacts of the solar cell
metal semiconductor and parallel resistance R
the leakage currents. ID is the saturation current 
because of the minority bearers available in the barrier layer.
The equation which describes the one-diode model is give
with:  
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 The parameters in one-diode model must be 
that way, that the model shows the almost
behavior as the real PV cell. Theoretically it concerns a more 
dimensional non-linear optimization problem and for it the 
Levenberg Marquardt algorithm for the optimization can be 
used. The parameters are varied by the algorithm, as long until 
the difference of the real and simulated characteristic curve 
reached the smallest value. To solve the characteristic curve 
equation a numerical procedure must be used like the 
Newtonian iterative method, because the one
owns no explicit solution [10]. This means that the following
condition f(I, U)=0 must be defined. The iteration is described 
with: 
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The influence of standard serial 
characteristic curve is presented in the following Fig.

Fig.9. Influence of the standard serial resistance 

If the value of RS rises, the curve 
ratio of a photovoltaic cell's actual power to its 
if both current and voltage are 
smaller. Influence of resistance 
curve is given: 

Fig.10. Influence of the parallel resistance 

By the falling of the value of the parallel resistance 
situation behaves similarly. The rising parallel current 
the diode voltage descend and influences even the open
voltage. In the following the measured characteristic curves are 
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The iteration is carried out until |Ii – Ii+1|< σ. Thereby Ii  is 
calculated current in the iteration step i, Ii+1 is calculated 
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serial resistance RS on the solar 
resented in the following Fig. 9: 

 

Influence of the standard serial resistance RS 

rises, the curve flattens and the fill factor - the 
ratio of a photovoltaic cell's actual power to its maximal power 

are at their maxima, gets much 
Influence of resistance RP on the solar characteristic 

 

ce of the parallel resistance RP 

value of the parallel resistance RP the 
situation behaves similarly. The rising parallel current IP lets 
the diode voltage descend and influences even the open-circuit 

In the following the measured characteristic curves are 
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compared with simulated for one-diode model
starting values are used (Table V): 

TABLE V.  REAL MODULE CHARACTER

 
Solarworld SW 

165 Wp 

Solartech Sunrise 

SRM-185 

Photoelectric 

current 
4,97 A 5,61 A 

Saturation current 2,113 µA 1,287 nA 

Series resistance 0,55 Ω 0,53 Ω 

Parallel resistance 270,25 Ω 702,21 Ω 

Diode factor 2,87 V 2,04 V 

 

The simulated characteristic curves by using

model compared with the original measured 

presented in following (Figs. 11, 12 and 13):

 

Fig.11. Comparison: measured/simulated characteristic 
SW 165 

Fig.12. Comparison: measured/simulated characteristic curve for 
185 

Fig.13. Comparison: measured/simulated characteristic 

diode models. Following 

EAL MODULE CHARACTERISTICS 

Solartech Sunrise Anatec Thin Layer 

Modul ATF 43 

0,99 A 

17,53 µA 

34,70 Ω 

213,84 Ω 

7,05 V 

using the one diode-

with the original measured curves are 

: 

 

characteristic curve for Solarworld 

 

curve for Sunrise SRM-

 

characteristic curve for ATF 43 

By using of the one-diode model a better approximation 

goodness of the simulated characteristic curves 

the simplified diode-model is recognizable

of the parameters saturation current and ideality factor is lower. 

Here a very high goodness is achieved

module of Solarworld the goodness 

the mono-crystalline module of 

amounts to G = 99.86 and for the thin layer module of Antec 

ATF 43 the goodness amounts to 

the simplified diode-model with the 

losses are described in the solar cell and with it

behavior of the cell is more exactly expressed.

existing analogues models offer 

important aspects, which have impact on the function of the PV 

cell are not included in the models and try to be compensated 

with the ideality factor m. So 

on the PV cells in the diode models or the influence of the 

inverter feed-back creating harmonic components influencing 

the behavior of the PV cells are still not included in the diode 

models [8, 11]. Therefore more precise 

models of PV cells need to be presented. 

III. CONCLUSION

All simulation models with 

to reproduce the physical processes in the solar cell as good as 

possible. The notion of the 

curves with equivalent circuit diagrams lies in the calculability

of adaptation problems between 

and consumer loads. Hence, certain requirements for the 

simulation method based on calculation are given and those 

can be an explicit calculation of the current

characteristic curve equation or the explicit calculation of the 

characteristic curve equation parameter

characteristic value. The simulation results presented 

work show the dependency of the simulation of the right 

choice of the saturation current and ideality factor

as well as the choice of the PV cell 

of statically nature which is not including further parameters 

which are influencing the characteristic curves of solar cells. 

The diode models are further 

technologies as for instance silicon based

or CdTe technology. For more

universal models of PV cells, other 

models need to be developed.  
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Abstract— In this paper is presented improved model for 
estimating the electricity production of photovoltaic (PV) 
systems. In the literature is known two kinds of models, 
theoretical one and one based on the measured data on horizontal 
solar insolation. In second one, solar insolation on panel surface, 
beside of other parameters, is determinate based on average 
value of slope factor. This paper gives improvements in model for 
estimating panel production, determining solar insolation on 
panel surface based on available data of average ten-minute solar 
insolation on horizontal surface and ambient temperature, and 
calculating slope factor for each ten-minute period. Experimental 
results obtained by the real photovoltaic system mounted on a 
roof of Faculty served as a verification of described improved 
model. 

Keywords- output power; photovoltaic system; solar insolation 

I.  INTRODUCTION 

Photovoltaic (PV) system is an integrated set of 
photovoltaic modules and other components, designed so that 
the primary solar energy directly transform into electricity, 
which ensures the work of a number DC and/or AC consumers. 
In photovoltaic systems connected to the distribution grid, the 
direct current produced by the solar modules is converted to 
AC power by the inverter, which is connected to the grid, 
allowing, besides supplying the consumer, energy exchange 
with the grid [1]. 

Design of photovoltaic systems is usually done based on 
their annual energy production, which is also a good parameter 
for monitoring the long-term performance of a photovoltaic 
system. To predict the annual energy production of 
photovoltaic systems, reliable models and methods are needed, 
considering the stochastic nature of solar radiation and the 
large number of influencing factors (environmental conditions 
and system performance) [2]. In the literature [3-6] there are 
presented models for predicting the power and energy of solar 
radiation per unit of area (irradiation and insolation). 

This paper describes the improved model for estimating PV 
system production based on measured data of solar insolation 
on horizontal surface and ambient temperature. Verification of 
the model was carried out on a real photovoltaic system 
mounted on the roof of Faculty of Electrical Engineering East 
Sarajevo. Analytics results and practical measurements are 
given in following of paper. 

II. PHOTOVOLTAIC SYSTEM PRODUCTION ANALYSIS 

In order to design a grid connected PV systems, solar 
energy resources, environmental conditions, and characteristics 
of all elements of system must be well acquainted. Estimate of 
solar energy resources is based on measurements and 
calculations based on solar radiation at the surface on which it 
is planned to set up the panel. In order to estimate system 
performance, the rated DC power output of an individual 
module under standard test conditions (irradiation of 1 
kWh/m2, air mass ratio AM 1.5, cell operating temperature 
25ºC, modules completely clean) can be used at the beginning 
of process. In real operating conditions, output power of PV 
system delivered to the grid PAC is less than the DC output 
modules at standard conditions PDC(STC) for due to losses 
regarding conversion efficiency: 

AC DC(STC) Z N invTP P           (1) 

where ηZ, ηN and ηT define efficiency reduction due to dirty of 
panels, modules mismatch, differences in ambient conditions, 
and inverter efficiency ηinv. The impact of these losses can 
reduce the output power by 20–40% [1]. 

The inverter efficiency varies according to the load. Grid 
connected inverters have efficiency over 90%, except at very 
low loads. Modules mismatch causes a decrease in the output 
power of parallel connected modules, because their current-
voltage characteristics are not identical. 

Another factor that has significant effect on the reduction of 
output power of panel below the rated value is cell operating 
temperature. To be able to determine the module efficiency 
under different ambient conditions it is necessary to calculate 
the temperature of the module. On the module temperature 
dominant influence has solar radiation and air-cooling 
conditions (wind). For each module manufacturer defines the 
temperature at nominal operating conditions (NOCT - Nominal 
Operation Cell Temperature). The NOCT is cell temperature in 
a module at ambient temperature of 20ºC, solar irradiation of 
800 W/m2 and wind speed of 1 m/s. Based on NOCT parameter 
module temperature can be estimated by: 

cell amb c

20

0.8

NOCT
T T I

    
 

  (2) 
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where are: Tcell module temperature, Tamb ambient temperature, 
and Ic solar irradiation on the surface of the module. 

Due to an increase in temperature of solar cells above the 
standard value (25ºC), and module efficiency reduction of     
ΔP = -0.5%/ºC, output power on DC connectors of the system 
is given by (3). 

 0
DC(PTC) DC (STC) cell1 0.005( 25 C)P P T     (3) 

Taking into account the above mentioned losses and solar 
insolation, output power that PV system delivering to grid can 
be estimated by (4). 

 0
AC DC (STC) cell Z N inv1 0.005( 25 C) cP P T I               (4) 

Determination of insolation on the panel surface can be 
done in two ways, as it described in [1]. The first method is the 
determination of insolation on the surface of the panel based on 
extraterrestrial irradiation on a clear day (Clear day model - 
theoretical model), while the second method determines the 
insolation on the surface of the panel in real conditions based 
on measured insolation on a horizontal surface. Review of 
these two methods is given as following. 

A. Determination of insolation using „Clear Day” model 

Solar radiation reaches the solar panels in the form of beam 
(direct), diffused and reflected radiation. These components of 
solar radiation on the solar panel in a clear day can be 
calculated on the basis of extraterrestrial solar insolation [1]. 
Solar radiation in the form of beam radiation that reaches the 
earth’s surface is less than extraterrestrial radiation due to 
absorption and scattering in the atmosphere. Evaluation of 
beam irradiation of the earth's surface is given Bouquer-
Lambert law: 

km
BI Ae    (5) 

where IB represent beam radiation on the earth’s surface, A 
extraterrestrial flux that entering in the atmosphere, k is 
coefficient of attenuation of solar radiation in the Earth's 
atmosphere (optical depth), and m is air mass ratio. Calculation 
of the values present in the previous equation is done according 
to the relations given in [1]. The total insolation Ic on the 
surface of the panel is given by: 

C BC DC RCI I I I     (6) 

where IBC represent beam insolation on the panel surface, IDC 
diffuse radiation of the panel, and IRC reflected radiation by 
surfaces in front of the panel, respectively. These components 
of total solar insolation can be calculated according to the 
following relationship: 

cosBC B BH BI I I R       (7) 

1 cos

2DC DHI I
    

 
   (8) 

  1 cos

2RC BH DHI I I      
 

  (9) 

where are: θ incidence angle, Σ tilt angle of the panel, ρ ground 
reflectance, RB slope factor, IBH beam insolation on a horizontal 
surface, IDH diffuse insolation on a horizontal surface. 

The beam insolation on a horizontal surface IBH and diffuse 
insolation on a horizontal surface IDH is calculated as follows: 

sinBH BI I     (10) 

DH BI C I     (11) 

where C represents sky diffuse factor. 

B. Determination of insolation using model based on 
measured insolation at a horizontal surface 

In order to extrapolate measured data of the total horizontal 
insolation IH, which were collected for a given period, to 
arbitrarily oriented solar module it is necessary to decompose 
the total horizontal insolation at appropriate direct-beam IBH 
and diffuse IDH component [1,6,7,8]. For the determination of 
the total horizontal insolation components it is necessary to 
calculate the clearness index KT. Clearness index can be 
calculated for each day or as average monthly index. It is 
define as the ratio of the average horizontal insolation IHAV and 
extraterrestrial insolation on a horizontal surface I0AV. 

0

H AV
T

AV

I
K

I
    (12) 

Higher value of clearness index means that the sky and 
atmosphere is clear and lower value indicates overcast 
conditions. The average daily on a horizontal surface I0 can be 
obtained by integrating total extraterrestrial insolation from 
sunrise to sunset and its projection on a horizontal surface. 

The diffuse portion of horizontal insolation can be 
estimated by using Liu-Jordan's empirical relation who gives 
correlation between the diffuse component of insolation on a 
horizontal surfaces and clearness index [1,9]. 

2 31.39 4.027 5.531 3.108DHAV
T T T

HAV

I
K K K

I
        (13) 
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The direct-beam component of insolation on the surface of 
the panel is calculated based on the relation (14), while other 
two components can be obtained based on (8) and (9). 

cos

sinBC BH BH BI I I R



      (14) 

Incidence angle θ, between the collector and beam, depends 
on the orientation of the panel, panel inclination, altitude angle 
β and the solar azimuth, so that slope factor is changed during 
the day. If it is known only the information of the average 
monthly (or daily) values of horizontal insolation, it is 
necessary to calculate the average value of the slope factors 
[1,9]. 

   cos cos sin sin sin

cos cos sin sin sin
SRC SRC
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SR SR

L H H L
R

L H H L

 
 

        


    
 

  (15) 

The average value of the slope factor is estimated by 
averaging the value of cosθ over those hours of the day in 
which the sun is in front of the panel and dividing that by the 
average value of sinβ over those hours of the day when the sun 
is above the horizon. Expression (15) used in [1] represents a 
closed-form solution for those averages. 

In this paper, it will be shown that the calculation of the 
slope factor by procedure of averaging results in an error in the 
assessment of irradiation on the PV panel, and consequently, 
an error in the estimation of power production. It be clearly 
highlighted the difference between instantaneous and average 
slope factor and their impact on the estimation of power 
production. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

In this chapter, practical realization of one PV system with 
weather measurement equipment, mounted on a roof of Faculty 
of Electrical Engineering East Sarajevo is given. 

 

Figure 1.  PV panels and weather measurement equipment mounted on the 
roof of Faculty 

Test results, obtained by the simulation of two models 
described before (in Matlab/Simulink environment) and 
practical measurement of horizontal irradiation and PV system 
output power are described. 

In Fig.1. is shown Prostar Solar Model. PR75Wp/24V four 
panels connected by two in series (PDC(STC) = 2x75 = 150 Wp), 
oriented on the south and fixed by angle of 330 (optimal angle 
for region of Sarajevo). Measurement equipment with data 
logger iBOX-EKO21N-v7 is also installed on the roof 
measuring the wind speed, wind direction, horizontal solar 
irradiation and environmental temperature. Detailed 
information about measurement equipment can be found in 
[10]. 

PV panels are connected to the load via converter with 
MPPT function (with P&O algorithm implemented). This 
converter was developed as prototype at the Faculty, represents 
a Buck-Boost converter controlled by dual current mode 
control and efficiency of 93%. The lack of equipment for grid 
connection, system was connected to the active load of R = 15 
Ω (Fig.2.). Measurement of the output current and voltage were 
carried out every ten minutes during period of 11 a.m. to 1 p.m. 
at Wednesday May 7th 2014, covering the solar noon at that 
way. 

Results of measurements of solar radiation on horizontal 
surface and ambient temperature, as well as measurement of 
PV system output power are given in Table I.  

As can be seen from Table I, average solar irradiation on 
horizontal surface was from 800 to 900 W/m2 during the period 
of measurement. But, in some time interval solar irradiation on 
horizontal surface was less than average (point at 11:10 and 
11:20), that cause lower production of PV system. Also, from 
experimental results of PV system output power is verified that 
ambient temperature has influence of energy production. At 
point of 12:40 and 12:50 output power of PV system has the 
same amount 112.8 W, although the solar insolation is higher 
in second case. This is result of the increase the temperature in 
second case and its negative influence on energy production. 

 

 

Figure 2.  Test equipment with measuring instruments and MPPT converter 
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TABLE I.  MEASURED PARAMETERS OF SOLAR INSOLATION ON 
HORIZONTAL SURFACE, AMBIENT TEMPERATURE AND PV SYSTEM OUTPUT 

POWER 

Time period 
Solar 

irradiation 
[W/m2] 

Ambient 
temperature 

[ºC] 

PV system 
output 

power [W] 

11:00 873.9 20.53 113.8 

11:10 501.3 21.24 67.3 

11:20 724.3 20.96 99.2 

11:30 831.7 20.99 109.8 

11:40 839.1 23.23 108.4 

11:50 839.1 23.14 109.1 

12:00 842.4 24.27 107.7 

12:10 816.4 24.56 106.1 

12:20 867.1 23.58 111.6 

12:30 873 23.92 112.6 

12:40 878.2 24.24 112.8 

12:50 882.6 24.51 112.8 

13:00 903.5 24.7 114.5 

In Fig.3. and Fig.4. the components of the solar radiation on 
panel obtained by two described models and measured solar 
insolation on horizontal surface are shown. “Clear day” model 
as theoretical model does not respect the terms of cloudiness, 
and as such gives estimated solar insolation components (Ic, 
Ibc, Idc, Irc) different from measured solar insolation (Ih), as it 
is shown on Fig.3. A better estimation of solar irradiation 
components is achieved using the realistic model (including 
suggested adjustment) with respect the terms of cloudiness. As 
it is shown on Fig.4., total solar irradiation on panel and its 
components have the same shape and follow behavior of 
measured solar irradiation on horizontal surface. Difference 
between total solar irradiation on panel and measured solar 
irradiation on horizontal surface, is in additional amount of 
solar irradiation on panel due to diffuse and reflection of solar 
radiation, which brings more PV system output power 
production. 

Difference in PV system production based on two models 
and experimental results is shown on Fig.5. It is obvious that 
estimating PV system production based on “Clear day” model 
could give an incorrect value of energy production with which 
is plan to design PV system. Verification of the realistic model, 
based on measured parameters of solar insolation on horizontal 
surface and ambient temperature, shows that estimated PV 
system production is very close to the one with experimental 
measured results. Minor variations in the graphs (Pac-Realistic 
model and Pacm) may be due to wrong assessment of 
efficiency factors due to panel dirty and modules mismatch as 
well as acceptable error of measurement instruments. 

On the other hand, influence of calculating slope factor on 
determining solar insolation on panel surfaces as well as 
estimating panel production, can be seen on Fig.6. and Fig.7. 
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Figure 3.  Measured solar insolation on horizontal surface and total solar 
insolation on panel with its component obtained with “Clear day” model. 
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Figure 4.  Measured solar insolation on horizontal surface and total solar 
insolation on panel with its component obtained with realistic model. 
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Figure 5.  Experimental results of PV system output power with estimating 
one obtained with given models. 
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Figure 6.  Measured solar irradiation on horizontal surface and total solar 
irradiation on panel determined based on average and instantaneous slope 

factor. 
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Figure 7.  Experimental results of PV system output power compared with 
estimating ones based on different calculation way of slope factor. 
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Figure 8.  Difference between average and instantaneous slope factor during 
the measurement period. 
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Figure 9.  Difference between average and instantaneous slope factor during 
the day. 

Simulation results from Fig.6. shows that the solar insolation 
on panel surface calculated with average slope factor (referred 
to the [1]) has the smaller values in comparison to the solar 
insolation calculated based on instantaneous slope factor. 
Therefore, the estimated PV panel production (shown on 
Fig.7.) is lower when the average slope factor is used. Error in 
power production obtained with average slope factor 
calculation relative to measured output power is -3.14%, while 
the error obtained with instantaneous slope factor calculation is 
-0.47% (for the measurement period). In Fig.8. and Fig.9. the 
average and instantaneous slope factor during the measurement 
period and during the day are drawn, respectively. It is clear 
that from 9 a.m. until 3 p.m. instantaneous slope factor has 
higher value than average one, so the solar insolation, as well 
as power production, is higher, but the question is what 
happens beyond this time period related to power production 
and determination of solar insolation in cases of use the 
instantaneous or average slope factor. The answer lies in fact 
that the solar irradiation in that period is much lower than in 
period when instantaneous slope factor has higher value 
relative to average, so the impact on the power production will 
be small. 

IV. CONCLUSION 

Considering the stochastic nature of solar radiation and the 
large number of influencing factors (environmental conditions 
and system performance), to estimate the PV system 
production it is suitable to use a model based on knowledge of 
the solar insolation on horizontal surface and ambient 
temperature. Results of estimated PV system production with 
improved model realized in Matlab/Simulink environment well 
matched with experimental results measured from real PV 
system installed on a roof of Faculty of Electrical Engineering 
East Sarajevo. From previous, it can be concluded that the 
difference in the calculation of the slope factor (instantaneous 
and average), has an impact on the estimation of power 
production. By using the instantaneous slope factor for 
estimation of PV system production, a minor error occurs while 
designing the PV system. 
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Abstract—The lack of easy to use environment to connect and 
manage the things is one of the obstacles that hold back 
multimodal personalized use of Internet of Things. We present a 
novel idea and a cloud framework with original elements that 
enable development of ecosystem for the user tailored 
deployment of things in the context of a personalized situational 
awareness. The benefits of the infrastructure are fortified with 
several use case scenarios that provide an insight to the 
platform’s innovative possibilities.  

Keywords-Cloud, Internet of Things, Situational Awareness 

I.  INTRODUCTION 

Internet of Things (IoT) [1] paradigm has been extensively 
promoted in recent years, however, the overall impression is 
that the number of end-user applications benefiting on the 
generic IoT platforms, such as Xively [2] or lately Apple’s 
HomeKit [3] is still low. 

Several problems are holding back IoT to evolve a step 
further from the basic eco-system of things. The major problem 
is lack of easy to use environment to connect and manage the 
things, and to navigate through the sea of data to extract 
desired user-centric information. Instead of searching through 
data and configuring devices, users are rather interested in 
gaining an easy access to information and devices, and to easily 
tailor parameters of applications according to their needs.  

This leads us to situational awareness concept that can be 
easily utilized with easy to use user tailored platform to create 
ad-hoc applications for use case scenarios in different domains 
of interest, such as but not limited to security, wellness, or 
ambient adjustment. Situational awareness refers to knowledge 
about the environment and its changes over time or some other 
predefined parameter, like for example energy consumption 
[4].  The situational awareness should not be confused with a 
context awareness which is mostly associated with location 
awareness and activity recognition [5]. Context awareness is 
mostly applied to cases where user’s behavior needs to adapt to 
physical environment. Situation awareness models users’ 
environments and help them to be aware of current situation. 
The concept embedded in our platform is that user’s can define 
and personalize specific processed situational awareness 
captured by the system for novel uses, such as but not limited 

to: home energy consumption in security or housekeeping 
monitoring, guest behavior in wellness, or TV channel status in 
ambient settings or parental control. Novel elements – user-
friendly script agents enable users to individually define 
situational awareness use case scenario and create a script 
agent that will execute desired application.  

II. PERSONAL CLOUD AGENT FRAMEWORK 

Each object in our surrounding can be a building block for 
an IoT platform. Organized hierarchically, some objects may 
be able to detect raw physical parameters, some can devise 
state of the environment based on rules, and the most complex 
objects can provide alerts and guidance [6]. In this paper a 
concept of a personal cloud agent framework is proposed, 
which allows the creation of scriptable cloud agents. Using 
aggregated information in a customer profile, processed 
collected raw data acquired from devices, or both with 
additional information from other accessible sources, the 
customer can use the scriptable cloud agents to create 
personalized applications in home settings, or to stimulate 
actions on various devices available around customers in 
diverse commercial applications or settings.  

The scriptable agents are part of a self-growing cloud-based 
platform for different content, devices, and environments 
(context based applications that can evolve into awareness 
based applications). The user, either an individual or industry, 
can tailor scripts to adapt or create novel scenarios and uses. 
For example, a hospitality industry, e.g. hotels, can create a 
specific personal cloud agent to send suggestions related to 
customer wellness back to all devices and applications in 
physical realm of IoT. The intention behind the creation of 
such agent is to enhance customers’ experiences, their well-
being, and overall satisfaction during a visit to vacation venue.  

The proposed framework provides a technical medium for 
creation of objects for user-specific ad-hoc uses, such as above 
mentioned personal agents which provide guidance in wellness. 
A generic agent platform for IoT allows the implementation of 
IoT applications in which agents aggregate information 
sourced from various devices and protocols, and pass on the 
information among themselves to create target applications [7].  
Script-based agents, written in Lua, allow for the 
implementation of complex logic and device self-management 
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[8]. Personal cloud agent framework is based on Insight IoT 
platform [8][9], which enables communication with end 
devices via TR-069 and XMPP and exposes appropriate API to 
above layers (see Figure 1).   
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Figure 1.  Personal Cloud Agent Framework Architecture: “personalized” for 
wellness aplication for use in hospitality industry.  

Each device is presented with its data model, in the form of 
an object/parameter tree as defined in [10]. Each parameter can 
be set or read, and thus deploy a command to a device that 
either configures the device or queries its status. The Customer 
Profile Aggregator maps each device to an individual customer 
profile. Data model of each customer device is periodically 
processed to extract information relevant to the agent 
framework (as shown in Table I). The Lua Scripting Engine 
enables the execution of agents in the form of Lua scripts, 
while enabling extension APIs for Lua. This allows agents to 
access customer profiles and to manipulate with targeted 
device’s data model from script language (e.g. to send deduced 
knowledge to a user application). The Agent Runtime Engine 
maintains the lifecycle of an agent instance, and links the script 
code of an agent with the customer profile and the device list 
that the agent is associated with. Additionally, the Personal 
Agent Framework provides an API for the top level web based 
applications, and allows them to manipulate the customer 
profiles and agents, and to make assignments.  

Personal agents are programmed in Lua scripting language, 
which is extended to use exposed Insight IoT APIs.  

III. USE CASE SCENARIOS 

A. Wellness instructor 

Wellness instructors are tasked to detect user behavior 
which has bad impact on wellbeing (e.g. long watching of TV 
program or inappropriate content, bad habits such as long stay 
indoors), or to detect favorable conditions for well-being 
enhancement (e.g. nice weather, sauna or pool availability, diet 
menu suggestion, vitamin pill intake time). Based on these 
detections, these agents send appropriate messages to devices 
which may be able to communicate to customers (e.g. TV or 
mobile applications), or to apply corrective actions without 
human interventions, such as for example switching light off.  

For the purpose of evaluation, a wellness instructor agent 
was programmed in Lua. Android set-top box was used as a 
Smart TV in a hotel room simulation, what would allow the 
customer in the room to review suggestions set by the agent in 
the specifically designed web-based wellness application, 
accessible via remote controller. The same set-top box was a 
member of IoT realm, disclosing information about the usage 
of TV. Additionally, the room was equipped with one smart 
outlet, two smart dimmer switches and one dimmable lamp, all 
reporting their state to the IoT platform. In addition to Android 
application, feedback from wellness instructor was also in the 
form of automatic control over lighting conditions in the room. 

An excerpt from the agent’s decision tree is shown in Table II.  

For the illustration purposes, the evaluation was performed 
regarding to functionality and to potential to enhance customer 
well-being. Functionality was validated in lab conditions with 
real devices and human user. The potential for well-being 
enhancement was evaluated through a simulated customer 
behavior with IoT devices based on the observation of family 
behavior in a hotel room during a vacation. According to the 
probability of customer hotel room occupancy during a day 
estimated as in [11], and the typical opening hours of hotel 
amenities (restaurant, pool, spa and gym), several time 
windows were identified that are appropriate for the use of 
wellness amenities (Figure 3). Most of the suggestions made by 
the wellness instructor agent (~90%) in the simulation matched 
these time windows. Also, wellness instructor was dimming 
lights to pleasant levels when a customer was believed to be 
sleeping, what matched to expected sleeping hours in 80% of 
test cases. Another possible scenario for this agent is to detect 
possible health hazard situation if the guest enters additional 
health data. 

TABLE I: INFORMATION RELEVANT TO A CUSTOMER PROFILE 

Data model parameter Extracted information 

Outlet.1.Consumption.Value Customer presence in the room 

Dimmer.1.Mode Customer activity / sleeping / bathroom 

Time.CurrentLocalTime Estimated daylight / Wellness 
availability / Expected biorhythm 

STBService.Components. 
Service.CurrentService 

Customer activity / Watched TV show / 
Customer mood 

LAN.Stats.TotalBytesSent Customer activity on phone / laptop 

TABLE II: EXCERPT FROM THE DECISION TREE OF WELLNESS 

INSTRUCTOR 

If this is observed… …then do the following 

Wellness working hours, using 
laptop for more than 2 hours, not 

watching TV, lights off 

Suggestion: Swim in the pool to relax 
Action: Turn on lamp to 20% dim level to 

prevent eye fatigue 

Just arrived in the room, evening, 
used light in the bathroom for 10 
minutes, turns bathroom light off

Suggestion 1: Visit sauna before bed 
Suggestion 2: Go to bed earlier 

Action: Set bedtime reading lights 

Morning, breakfast time, TV on 
time history recorded 

Action: Turn TV on to music channel, set low 
volume, switch on wake up lighting scenario

Watching news on TV for more 
than 2 hours, late evening 

Suggestion 1: Switch to comedy 
Suggestion 2: Go to sleep 
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Figure 2.  “Raw” situational awareness script for the use case scenario B.  
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Figure 3.  Time windows appropriate to use the hotel wellness amenities.  

B. Alert of possible intruder, monitoring house keeping 

Another example of situational awareness scenario 
demonstrates the utilization of a seemingly “useless” sensor, 
such as the smart outlet with energy measurement capability. In 
the scenario, it is possible to detect if a chore has been correctly 
accomplished for a given week. For example, a housemaid is 
tasked to perform vacuum cleaning of the whole home. 
Situational awareness script, as shown in Figure 2, enables the 
detection of the task fulfillment based on energy consumption 
from outlets in the vacuumed rooms. Assuming that only one 
vacuum cleaner is available and just one housemaid, script 
assumes that no two rooms can be simultaneously vacuumed 

and sets alerts accordingly. In the given script, energy 
consumption is being continuously acquired from smart outlets 
in each of the three rooms. If the consumption is non-zero, total 
vacuuming time for the respective room is being increased. If 
consumption is detected on more than one outlet at any given 
time, script alerts the homeowners of the inconsistency. In 
addition, homeowners are able to see final vacuuming times 
which are stored to output parameters, and therefore validate if 
the vacuuming was performed for each of the rooms in the 
adequate duration.  

 

Figure 4.  Web application snap shot for the use case scenario B.  
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Figure 5.  “Raw” situational awareness script for the use case scenario C.  

Figure 4 shows the snapshot from a demonstration web 
application, which can be accessed by homeowners. In this 
snapshot, alerts can be accessed as well as current consumption 
on each of the outlets and, more importantly, a conclusion from 
the awareness script, stating if the room was finally vacuumed 
or not. Although a number of improvements with regard to 
edge cases and false diagnoses can be applied during the script 
refinement, the given example indicates the feasibility of 
situational awareness with the given platform even in the case 
of availability of only the most simplistic sensing. Examples of 
other uses with the same script may be intruder alert during 
vacation, or unexpected kid’s party during parents night out. 
The alerts may be forwarded to phone or e-mail.  

C. Ambient settings 

The following situational awareness script enables the 
remote detection of idleness in TV watching. The script (see 
Figure 5) can efficiently detect if the channel was not changed 
for an excessive time (e.g. 4 hours), and suggest the sleep 
mode to the TV device via a specific parameter setup  
(as in Figures 6 and 7). The demonstration of the operation is 
shown in snapshots from the web application, showing the 
currently watched channel, last zapping time and alert field, 
indicating the sleep mode situation, if detected. Additional 
information from passive infrared sensor would further 
enhance this scenario, and enable more accurate detection of 
sleep mode, mitigating the edge case in which the user 
excessively watches one particular channel without zapping. 
Integration of situational awareness system with hybrid, 
connected devices, such as set-top boxes, is a natural step and 
the presented example shows one potential usage. Another 
possible scenario that can be built in this script is ambient 
mode settings for particular genre or channel.  

 

Figure 6.  Web application snapshots for the use case scenario C. Given plot 
shows time span almost ten minutes and no alerts generated. 

 

Figure 7.  Web application snapshot for the use case scenario C. Given plot 
shows generated alert that will set preset actions since no activity is registered 

in defined time frame. In this case it is about four hours.   

CONCLUSION 

The presented cloud based platform cancels the need for 
user to have extra computational power, ads to wider 
accessibility, mobility, and lower maintenance cost for 
application developers. Modular and device agnostic approach 
makes the platform adaptable to future technology 
developments, extendible, and scalable. These are all features 
that most good platforms have. However, with our scriptable 
agent, it delivers an easy way for an individual customer to 
take control of personalization and turn data collected from day 
to day tasks, like cleaning, or home automation, into desired 
use cases without a need for professional technical help. 
Although the platform needs finishing touches, like intuitive 
and “fancy” graphical user interface to deploy commercially, it 
is ready and “fully loaded” to add new dimensions to 
situational awareness, as we showed in three examples.    
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Abstract— The paper considers an electromagnetic (EM) 
emission from a printed circuit board (PCB) representing 
impedance matching circuits on microwave amplifier. The 
analysis is based on Transmission Line Matrix (TLM) method 
including the basic physical features of the input and output 
impedance matching circuits realized using the microstrip. The 
ports are described through the TLM wire compact model while 
a simple equivalent transistor model based on S parameters is 
applied to account for the connection between the PCB elements. 
Since a rectangular metallic enclosure is typical closed 
environment for microwave amplifier, the EM emissions inside 
and outside the enclosure with aperture are compared with 
respect to engineering purposes. 

Keywords - EM emissions, PCB, Enclosure, Power Amplifier, 
Aperture, TLM method 

I.  INTRODUCTION 
In recent years, a great effort has been dedicated to 

development and utilization of advanced digital techniques for 
information processing and transmission. A number of 
complex components and devices, usually in high-density 
packaging, can be found in modern communication systems 
resulting in a very challenging electromagnetic (EM) field 
environment. Therefore, electromagnetic compatibility (EMC) 
[1] has become one of the major issues in design of these 
systems, especially some of their parts such as printed circuit 
boards (PCBs) and integrated circuits (ICs).  

Clock rates that drive PCBs are now in the GHz frequency 
range in order to increase dramatically processing speed. 
Therefore, consideration of even a few higher harmonics of 
clock rates takes design of such circuits well into the 
microwave regime. PCBs are increasingly becoming more 
complex and, consequently, quantifying their EM presence is 
more difficult. In the microwave frequency range, PCBs have 
dimensions of the order of several wavelengths and thus 
become efficient radiators and receivers of EM energy. In 
addition, high-density packaging, widely applied to the PCB 
design, could cause a significant level of EM interference 
(EMI) between neighbors PCBs, particularly when they are 
placed in an enclosed environment. These effects in 
combination with the driving down of device switching voltage 
levels are making signal quality/integrity and emission/ 
susceptibility critical EMC issues in next generation high-
speed systems.  

Differential numerical techniques, such as the finite-
difference time-domain (FD-TD) method [2] and the 
transmission line-matrix (TLM) method [3], are common tools 
for computational analysis of numerous EM and EMC 
problems. However, a full-wave three dimensional (3D) 
numerical simulation to accurately reproduce the EM field 
around a PCB usually requires substantial computing power 
and simulation run-time. Therefore, one efficient technique 
based on the equivalent principle [4], providing simplified 
equivalent dipole models to accurately predict radiated 
emissions without reference to the exact details of the PCB has 
been recently proposed [5]. The model has been deduced from 
experimental near-field scanning and it includes not only the 
excitation but also physical features of PCB such as its ground 
plane and a dielectric body, both very important in closed 
environment. However, when such model is incorporated into 
conventional calculation algorithms of FD-TD or TLM 
methods, it can be very complex and time consuming. 

For some of the geometrically small but electrically 
important features (so-called fine features), such as wires, slots 
and air-vents, few enhancements to the TLM method have been 
developed [6-8]. These compact models have been 
implemented either in the form of an additional one-
dimensional transmission line network running through a tube 
of regular nodes or in the form of an equivalent lumped 
element circuit, allowing to account for EM presence of fine 
features without applying a very fine mesh around them. 
Compared to the conventional approach, these models yield a 
dramatic improvement in computer resources required. Similar 
compact model could be developed for the PCB allowing for 
an efficient implementation into the TLM algorithm procedure 
and accurate representation of EM emissions and coupling of 
the PCB. Development of such model has assumed that an 
extensive full-wave analysis has to be conducted in order to 
fully characterize EM presence of the PCB either in the free 
space or in an enclosed environment.  

Numerical TLM results of EM emissions from basic L-
shaped PCB board inside the enclosure are verified with 
reference results based on equivalent dipole simulations and 
measurements [5,9,10]. In this paper, we consider the PCB 
consisting of two L-shaped microstrip tracks placed on FR4 
substrate, representing the input and output impedance 
matching circuits of single stage power amplifier operating at 
1GHz [11]. The ports at the ends of tracks are realized through 
the wire elements while the transistor is represented by an 
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Figure 2. Wire network 

equivalent model based on S parameters at the operating 
frequency. PCB is placed in a rectangular metallic enclosure as 
a typical closed environment for a power amplifier. In addition, 
an aperture on the top enclosure wall is also taken into account. 
The impact of radiated emission of this PCB structure on EM 
field distribution is investigated. Numerical TLM results of EM 
field at resonances are compared with corresponding results 
inside enclosure based on simulations and measurements [5]. 
Also, the EM field patterns inside and outside the enclosure at 
amplifier operating frequency are analyzed in terms of radiated 
EM emissions from PCB elements. 

II. TLM MODELING  
In the TLM method, 3D EM field distribution in a PCB 

structure in an enclosure is modelled by filling the space with 
a network of transmission lines and exciting a particular field 
component in the mesh by a voltage source. EM properties of 
substrate and the air in the enclosure are modelled by using a 
network of interconnected nodes. A typical node structure is 
the symmetrical condensed node (SCN), which is shown in 
Fig. 1. To operate at a higher time-step, a hybrid symmetrical 
condensed node (HSCN) [3] is used. An efficient 
computational algorithm of scattering properties, based on 
enforcing continuity of the electric and magnetic fields and 
conservation of charge and magnetic flux, is implemented to 
speed up the simulation process. For accurate modelling of 
this problem, a finer mesh within the substrate and cells with 
arbitrary aspect ratio suitable for modelling of particular 
geometrical features, such as microstrip track, are applied. 
External boundaries of an arbitrary reflection coefficient of 
enclosures are modelled in TLM by terminating the link lines 
at the edge of the problem space with an appropriate load. 

In the TLM compact wire model, wire structures are 
considered as new elements that increase the capacitance and 
inductance of the medium which they are placed in. Thus, an 
appropriate wire network needs to be interposed over the 
existing TLM network to model the required deficit of 
electromagnetic parameters of the medium. In order to achieve 
consistency with the rest of the TLM model, it is most suitable 

to form wire networks by using TLM link and stub lines (Fig. 
2) with characteristic impedances, denoted as Zwy and Zwsy, 
respectively. An interface between the wire network and the 
rest of the TLM network must be devised to simulate coupling 
between the EM field and the wire.  

In order to model wire elements, wire network segments 
pass through the center of the TLM node. In that case, 
coupling between the field and the wire coincides with the 
scattering event in the node which makes the scattering matrix 
calculation, for the nodes containing a segment of wire 
network, more complex. Because of that, an approach 
proposed in [6], which solves interfacing between arbitrary 
complex wire network and arbitrary complex TLM nodes 
without a modification of the scattering procedure, is applied 
to the modelling of wire segments.  

The single column of TLM nodes, through which wire 
conductor passes, can be used to approximately form the 
fictitious cylinder which represents capacitance and 
inductance of wire per unit length. Its effective diameter, 
different for capacitance and inductance, can be expressed as a 
product of factors empirically obtained by using known 
characteristics of TLM network and the mean dimensions of 
the node cross-section in the direction of wire running [6].  

III. RESULTS AND ANALYSES 
TLM simulations are carried out to determine the EM 

emissions from input and output matching circuits of a single 
stage amplifier, in form of microstrip lines printed on the 
dielectric substrate and placed in a metallic enclosure with an 
aperture. The layout of matching circuits is designed for single 
stage power amplifier based on LDMOSFET operating at 
1GHz [11].  

The PCB representing matching circuits of single stage 
power amplifier consists of two L-shaped microstrip tracks, 
placed on one side of a PCBx×PCBy×PCBz= 
(250×150×1.5)mm3 board made from FR4 substrate with 
relative permittivity εr =4.2. The width of tracks is 
w = 3.1mm, while lengths are calculated in order to achieve 
the impedance matching (lin,1 = 78.2mm, lin,2 = 31.6mm, 
lout,1 = 84.7mm, lout,2 = 27.7mm). LDMOSFET is represented 
by model based on S parameters at 1GHz (S11=0.841e-j143°, 
S21=6.01ej76°, S12=0.018ej11°, S1 =0.728e-j64°). The PCB is 
powered by external RF signals via probe (with diameter of 
0.5 mm) placed at one end of microstrip track representing the 
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Figure 3. TLM model of basic test PCB in enclosure with aperture 

 
Figure 4. TLM numerical results of vertical component of electrical field 

from power amplifier PCB in enclosure with aperture 

input circuit. Following the design of the amplifier powered 
by external RF signals via SMA connectors in practice, 
numerical characterization of input and output ports can be 
done by introducing wire ports. 

The PCB is mounted on the bottom of an enclosure in the 
form of rectangular metallic box with dimensions 
a×b×c = (284×204×75) mm3. In this structure, the enclosure 
walls are modeled through setting reflection coefficients, 
while coax ports are described by using the compact wire 
model and applying generator and loads in TLM wire ports at 
the ends of microstrip track. Also, the aperture with 
dimensions a1×b1 = (250×10) mm2, placed on the top wall of 
the enclosure above the PCB, is incorporated into the TLM 
model. The geometry of the PCB representing power amplifier 
matching circuits in the enclosure is shown in Fig. 3. 

When a PCB is placed inside an enclosure, it is of 
particular interest to investigate the behavior near the resonant 
frequencies of the enclosure. The impact of the aperture is not 
critical for resonances when its dimension is much smaller 
than the volume of the enclosure, thus not disturbing EM field 
distribution inside the enclosure. Since the PCB causes 
differences in frequency values and peak field magnitudes, the 
modeling of PCB elements is essential in enclosed 
environment simulations. Therefore, numerical results of 
resonant frequencies in the modeled closed environment 
structure with the PCB are analyzed. Fig. 4 presents the TLM 
simulation results of resonant frequencies obtained from the 
vertical electric field sampled above the PCB, at point 
z = 35mm, corresponding to the center of the aperture in xy 
plane (x = 142mm, y = 75mm). In order to illustrate effect of a 
presence of a PCB representing amplifier matching circuits, 
obtained results of resonances, in Table I, are compared with 
corresponding values based on simulations and measurements 
of basic L-track PCB in the same enclosure [5].  

Fig. 5 shows the patterns based on the simulation results 
of an vertical electric field component at enclosure resonances, 
in horizontal xy plane, sampled at z = 35mm above the PCB 
representing EM emissions inside the enclosure. The obtained 
results illustrate change of EM field distribution of an 
enclosure due to the physical presence of the PCB elements, in 
respect to corresponding results based on equivalent dipole 
simulations and measurements [5].  

Besides enclosure resonances, an attention is particularly 
put on EM emissions at the power amplifier operating 
frequency. Fig. 6 shows the simulation results of electric field 
component at 1 GHz frequency, in vertical xz plane, sampled 
at y = 142 mm (corresponds to aperture position) representing 
EM emissions inside and outside enclosure. Also, results of 
the vertical field component at the operating frequency are 
sampled in horizontal xy plane, at 15 mm above the aperture, 
representing EM emissions outside enclosure at 1 GHz. Since 
the results of the vertical field component at the operating 
frequency are sampled inside and outside the enclosure, TLM 
mesh is extended to the space above the enclosure top wall.  

Generally, the patterns representing EM emissions inside 
an enclosure are dominantly determined by positions of wire 
ports and microstrip tracks. It can be seen from Fig. 6. that 
emissions outside of the enclosure are much smaller compared 
to corresponding levels inside the enclosure. Also, the 
emissions from lines representing output matching circuits are 
much higher than input, due to the level of a signal amplified 
by the transistor. Besides wire elements and microstrip lines, 
emissions outside the enclosure are also determined by the 
aperture position.  

 
TABLE I. RESONANCES OF PCB IN THE ENCLOSURE 

PCB in 
enclosure  

Measured 
Basic PCB 

[5] 

TLM simulation 

Basic PCB Amplifier PCB 

Resonant 
frequencies 

(MHz) 

900 903 881 
1290 1285 1262 
1740 1749 1715 
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Figure 5. Patterns of Ez given by the TLM simulation of power amplifier 

PCB, at resonances of enclosure 

 

.  
Figure 6. Patterns of Ez given by the TLM simulation of PCB in the 

enclosure with the aperture, at the operating frequency: a) in a horizontal 
plane outside the enclosure  b) in a vertical plane 

IV. CONCLUSION 
Starting that one of the main interests in EMC tests is the 

intensities and distributions of the radiated fields from 
equipment under test (EUT), results are presented here of the 
EM emissions from a PCB structure representing power 
amplifier matching circuits. The coax ports and transistor 
model are used to account for the interactions between the 
physical presence of the PCB elements. Also, an enclosure 
should be taken into account when outdoor emission EMC 
compliance test of PCB is conducted. A method applied to 
determine radiated emissions from a PCB is based on the TLM 
model of a board placed in an enclosure with an aperture.  

The impact of presence of particular elements of PCB in an 
enclosure with an aperture is analysed through comparing 
values of resonances obtained using TLM simulation with 
reference values of enclosure resonances. The patterns of EM 
emissions at the amplifier operating frequency inside and 
outside the enclosure with the aperture are presented and an 
impact of particular elements on EM emissions is analysed.  

The simulation results of basic amplifier boards show that 
the inclusion of basic features, such as the microstrip track of 
matching circuits and wire ports, in addition to transistor 
model, enables accurate prediction of emitted fields, inside the 
enclosure, that interacts with the PCBs inside. In overall, it is 
demonstrated that the TLM method have the potential to 
characterize emissions from PCB structures in realistic 
environments such as enclosures with an aperture and making 
it possible to perform system EMC studies. 
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Abstract—Macrodiversity system with macrodiversity selection 
combining (SC) receiver and two microdiversity SC receivers is 
considered. Received signal is affected simultaneously to Gamma 
long term fading and Rician short term fading resulting in system 
performance degradation. Macrodiversity SC receiver reduces 
Gamma shadowing effects and microdiversity SC receivers 
reduce multipath fading effects on bit error probability. Closed 
form expression for average level crossing rate of macrodiversity 
SC receiver output signal envelope is evaluated. Numerical 
results are presented graphically to show the influence of Gamma 
long term fading severity, shadowing correlation and Rician 
factor on average level crossing rate. 

Keywords- fading channel; Gamma shadowed; Rician factor; 
selection combining (SC). 

I.  INTRODUCTION 

Large scale fading and small scale fading degrade system 
performance and limit channel capacity wireless mobile 
communication. Reflections and refractions cause multipath 
propagation resulting in signal envelope variation and large 
obstacles cause shadowing resulting in signal envelope average 
power variation. Received signal experiences simultaneously 
long term fading and short term fading resulting in system 
performance degradation. There are several statistical models 
describing signal envelope variation in multipath fading 
channels depend on existence line-of-sight (LOS) components, 
nonlinearity of propagation channel, the number of clusters in 
propagation environment and variation of signal envelope 
power. The most frequently used statistical models which can 
be used to describe multipath fading are Rayleigh, Rician, 
Nakagami-m, Weibull, α-µ and Nakagami-q distributions. 
Rayleigh distributions can be used to describe small scale 
signal envelope variation in linear non line-of-sight multipath 
fading environments. In line-of-sight short term fading 

channels signal envelope variation can be described by using 
Rician distribution. Nakagami-m distribution describes 
multipath fading in environments with multipath scattering 
with large delay-time spreads and different clusters of reflected 
waves, while Weibull and α-µ distribution describe small scale 
fading in nonlinear channels. Large scale fading can be 
described by using log-normal distribution or Gamma 
distribution. When log-normal distribution describes large 
scale signal envelope average power, the expression for 
probability density function of macrodiversity receiver output 
signal can not be obtained in closed form. Theoretical and 
measured results are shown that Gamma distribution which is 
analytically better tractable, closely approximates the log-
normal distribution in wide range of propagation conditions, 
and has a good fit to experimental details. When multipath 
fading is superimposed on shadowing, the instantaneous 
composite multipath/shadowed signal should be analyzed at the 
receiver, with Gamma distribution used for for shadowing 
model [1-3]. 

Macrodiversity system can be used to simultaneously 
reduce long term fading effects and short term fading effects on 
system performance. Macrodiversity system has 
macrodiversity receiver and two or more micoridiversity 
receivers. Macrodiversity receiver reduces long term fading 
effects and microdiversity receivers mitigate short term fading 
effects on bit error probability. The second order performance 
measures of wireless communication system are average level 
crossing rate and average fade duration. Average level crossing 
rate can be calculated as average value of the first derivative of 
random process. Average fade duration is equal to ratio of 
outage probability and average level crossing rate. Outage 
probability is defined as probability that output signal envelope 
falls below outage threshold  [4]. 

X International Symposium on Industrial Electronics INDEL 2014, Banja Luka, November 06�08, 2014

257



There are several combining techniques which can be used 
to reduce long term fading effects and short term fading effects 
on average level crossing rate and average fade duration. The 
most frequently used combining techniques are maximal ratio 
combining (MRC), equal gain combining (EGC), selection 
combining (SC) and switch and stay combining (SSC). The 
MRC receiver enables the best results and it has highest 
implementation complexity. The SC receiver provides the least 
complexity of realization [5]. 

There are more works in open technical literature 
considering performance analysis of macrodiversity systems 
[6-8]. In [6], macrodiversity SC receiver with two 
microdiversity MRC receivers operating over Gamma 
shadowed Nakagami-m multipath fading environment is 
analyzed. Closed form expressions for average level crossing 
rate and average fade duration are calculated. Second order 
performance measures of macrodiversity system in the 
presence of Gamma shadowed and Rician multipath fading are 
analyzed. 

In this paper macrodiversity system with macrodiversity SC 
receiver and two microdiversity SC receivers operating over 
composite shadowed multipath fading channel is considered. 
Received signal experiences correlated Gamma long term 
fading and Rician short term fading. Average level crossing 
rate of Rician random process and SC receiver output signal 
envelope are calculated. These expressions are used for 
evaluation average level crossing rate of macrodiversity SC 
receiver output signal envelope. To the best author’s 
knowledge the second order statistics of macrodiversity SC 
receiver with two microdiversity SC receivers in the presence 
Gamma large scale fading and Rician small scale fading is not 
reported in open technical literature. Obtained results can be 
used in performance analysis of wireless communication 
system when received signal is subjected simultaneously to 
multipath fading and shadowing. 

II. RICIAN RANDOM PROCESS AVERAGE LEVEL CROSSING 

RATE 

Rician distribution can be used to describe large scale 
signal envelope variation in line-of-sight multipath fading 
channels with one cluster. Squared Rician random variable, x, 
is equal to sum of two squared independent Gaussian random 
variables with the same variance: 

2 2 2
1 2x x x= + ,                                    (1) 

where x1 and x2 are independent Gaussian random variable with 
the same variance σ2. The first derivation of Rician random 
variable x is 

( )1 1 2 2

1
x x x x x

x
= +ɺ ɺ ɺ .                              (2) 

The first derivative of Gaussian random variable is 

Gaussian random variable. Thus 1xɺ and 2xɺ are zero-mean 

Gaussian random variables. Linear transform of Gaussian 

random variables is Gaussian random variable. Therefore, xɺ  
follow Gaussian distribution. Mean of xɺ is 

( )1 1 2 2

1
0x x x x x

x
= + =ɺ ɺ ɺ ,                        (3) 

since 
1 2 0x x= =ɺ ɺ . 

The variance of the first derivate of Rician random variable is 

( )
1 2

2 2 2 2 2
1 22

1
x x xx x

x
σ σ σ= +
ɺ ɺ ɺ

,                        (4) 

where [10]: 

1 2

2 2 2 2 22x x mfσ σ π σ= =
ɺ ɺ

,                         (5) 

where fm is maximal Doppler frequency. After substituting (5) 
in (4), the variance of the first derivative of Rician random 
variable becomes 

( )2 2 2 2 2 2 2 2 2
1 22

1
2 2x m mf x x f

x
σ π σ π σ= + =
ɺ

.         (6) 

The joint probability density function of Rician random 
variable and the first derivative of Rician random variable is 

( ) ( ) ( )xx x xp xx p x p x=
ɺ ɺ
ɺ ɺ ,                    (7) 

where px(x) is probability density function of x: 

( ) ( ) ( ) ( )21
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 =
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,          (8) 

where k is Rician factor. Rician factor can be evaluated as ratio 
of dominant component power to scattering component power. 
The level crossing rate of Rician random process can be 
calculated as average value of the first derivative of Rician 
random variable: 

( ) ( )

( ) ( ) ( )2
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π

∞
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Ω

= ⋅ ⋅ = =
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 =
 Ω Ω

∫ ɺ ɺ
ɺ ɺ ɺ

.      (9) 

Expression for level crossing rate can be used for 
evaluation average fade duration of wireless communication 
system operating over Rician multipath fading channel. The 
cumulative distribution function of Rician distribution is 

258



( ) ( )

( )
( )1

1

0

2

12
0 1

11
1,

!

x

x x

i

k
i

F x p t dt

k xk
i

e i
γ

∞

=

= =

 +
= + Ω 

∫

∑
.                (10) 

Obtained expression for cumulative distribution function of 
Rician random variable can be used in performance analysis of 
wireless communication system in the presence Rician short 
term fading. 

The average level crossing rate of dual SC receiver 
operating over independent identical Rician multipath fading 
output signal envelope is 

( )
1 1

2x x xN F x N= ,                      (11) 

where Nx1 is given with (9) and Fx1(x) is given with (10). The 
expression can be used for calculation average fade duration of 
communication mobile system with SC reception operating 
over Rician multipath fading channel. 

III.  LEVEL CROSSING RATE OF MACRODIVERSITY SC 

RECEIVER OUTPUT SIGNAL ENVELOPE 

Macrodiversity system with macrodiversity SC receiver 
and two microdiversity SC receivers operating over composite 
Gamma shadowed Rician multipath fading environment is 
considered. Microdiversity SC receiver is provided by using 
multiple antennas at base station resulting in reduction of 
Rician multipath fading effects and macrodiversity SC receiver 
uses signals from two or more base stations resulting in 
reduction Gamma long term effects on system performance. 
Signal envelopes at output of microdiversity SC receivers are 
denoted with x1 and x2. Macrodiversity SC receiver output 
signal envelope is denoted with x. 

Signal envelope average power at inputs in microdiversity 
SC receivers are denoted with Ω1 and Ω2. Random variable Ω1 
and Ω2 follow correlated Gamma distribution: 
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where c is order of Gamma distribution, ρ is correlation 
coefficient and Ωo is average power of Ω1 and Ω2. 

Macrodiversity SC receiver selects microdiversity SC 
receiver with higher signal envelope average power at inputs to 

provide service to users. Therefore, average level crossing rate 
of macrodiversity SC receiver output signal envelope is 
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where Nx1/Ω1 and Nx2/Ω2 is given with (11). By substituting (9), 
(10) and (12) in (13), the expression for average level crossing 
rate becomes 
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where γ(n,x) [9] is incomplete Gamma function and I  is  
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where (a)(n) denoting the Pocchammer symbol. 

The integral I1 can be solved as: 
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The integral I2 can be solved as: 
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The integral I3 can be solved as: 
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The integral I4 can be solved as: 
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where Kn(x) is modified Bessel function of the second kind [9], 
order n and argument x. 

IV.  NUMERICAL RESULTS 

In Figure 1 and Figure 2, normalized average level crossing 
rate of macrodiversity SC receiver output signal envelope is 
presented in the function of system parameters such are 
Gamma shadowing severity parameter c, correlation coefficient 
ρ and Rician factor K.  
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Figure 1.  Level crossing rate of macrodiversity SC receiver output signal 
envelope for different values of Gamma shadowing severity parameter c and 

correlation coefficient ρ. 

For lower values of SC receiver output signal envelope, 
average level crossing rate increases as signal envelope 
increases and for higher values of signal envelope, level 
crossing rate decreases as signal envelope increases. 
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Figure 2.  Level crossing rate of macrodiversity SC receiver output signal 
envelope for different values of Rician factor k. 

V. CONCLUSION 

SC macrodiversity system with dual SC microdiversity 
operating over composite shadowed Ricean/Gamma fading 
channel is considered. Expressions for LCR of the 
macrodiversity output are presented in closed-form. LCR 
dependence on observed szstem parameters, such are Gamma 
shadowing severity parameter c, correlation coefficient ρ and 
Rician factor K  has also been graphicaly presented and 
discussed.   
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Abstract—This paper proposes and evaluates an approach for 

monitoring and controlling devices over a network based on TR-

069 protocol. Protocol itself relies on communication between 

server and clients (devices). Main characteristic of this protocol is 

that all the communication is initiated from the device side. In 

order to allow server to initiate interaction, a connection request 

mechanism is defined. It serves as a notification system that 

informs the device to start interaction with the server. Depending 

on the network state, available resources at hand and security 

considerations, there are four  types of connection request to 

choose from: connection request over TCP, connection request 

over TCP with port forwarding, Session Traversal Utilities for 

NAT (STUN) based connection request and Extensible Messaging 

and Presence Protocol (XMPP) based connection request. 

Keywords-TR069, connection request, STUN, XMPP 

I.  INTRODUCTION  

The purpose of this paper is to propose a solution for device 
monitoring over a network with the emphasis on connection 
requests from server side. As shown in [1], TR-069 CPE WAN 
Management Protocol (CWMP) is protocol dedicated to 
monitoring and management of end-user devices. It enables 
communication between customer-premises equipment (CPE) 
and auto configuration server (ACS), as shown in Fig. 1. 

Communication between ACS and CPE is initiated 
exclusively by CPE. Only way for ACS to initiate a connection 
with CPE is to notify CPE that it should engage in a session. 
This is achieved with connection request. It represents ping 
mechanism that allows the ACS to initiate connection. 
Connection requests are divided primarily into two groups 
depending on TR-069 protocol version used.  

When TR-069 amendment 1 – 4 is used [1] – [4], then 
connection request that is going to be used is determined by 
network state.  If CPE has a routable IP address TCP based 
connection request is used.  Main characteristic of this kind of 
connection request is that it is used when ACS and CPE are 
inside the same address space.  When CPE is behind Network 
Address Translation (NAT) gateway, STUN based connection 
request is used. Key note for this connection request is that it 
relies on tunneling mechanism which is created between each 
CPE and ACS. 

Latest version of TR-069 protocol [5] proposes two new 
types of connection requests, TCP based connection request 
that relies on port forwarding and it is used in highly 
controllable network and it is not suited for requests over open 
internet. Alternative to previous request is XMPP based 
connection request which is usable in all network architectures 
with highest security of all proposed solutions.   

 

Figure 1. TR-069 Environment 

Existing solutions that are based on CWMP protocol [6] 
don’t follow the protocol by the letter, that way making devices 
that use it not compatible with other TR-069 solutions. A 
method for establishing connection through NAT is presented 
in [7], but instead of STUN based approach, TCP connection is 
used. Both solutions are not standardized and hard to 
implement in practice. 

II. SOLUTION CONCEPT 

When ACS has the need to inform CPE that it should 
engage in a session connection request process is started. 
Essentially it is an authentication process which depends on 
type of connection request implemented. In case of TCP 
connection request, HTTP Digest authentication is used. When 
STUN based approach is used, custom authentication defined 
in TR-069 protocol is used.  If XMPP Connection request is 
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used, Transport Layer Security (TLS) authentication is in 
place. 

A. TCP Connection Request 

This mechanism is used when CPE is not behind NAT 
gateway as shown in Fig. 2. Authentication method used is 
HTTP digest [8]. CPE acts like HTTP server and ACS has the 
client role. Authentication challenge contains data which 
combined with data from TR-106 datamodel [9] represent all 
the information necessary for successful authentication. TCP 
protocol is used for communication between ACS and CPE and 
for that reason it is important that ACS and CPE are in the 
same address space, in order to be visible to each other. More 
important it is essential that CPE is visible from the ACS 
because server sends connection requests and thus it has to be 
able to reach client. 

 

Figure 2. TR-069 environment with ACS and CPE in the same address 
space 

As shown on Fig. 3, successful authentication serves as a 
signal for the CPE to start a session with CPE. Authentication 
is based on two steps. First empty GET request is send on 
which server responds with unauthorized response in which 
challenge for successful authentication is present. Client 
resends GET request, but this time with all the necessary data 
for successful authentication. 

 

Figure 3. TR-069 connection request mechanism 

 

B. STUN based connection request 

When end-device is behind a gateway and if resources at 

hand do not allow use of latest TR-069 protocol version, 

STUN based connection request is used. It allows ACS to send 

requests to CPE even if end-device is in private address space. 

As shown on Fig. 4, STUN based connection request 

comprises out of: 

 STUN server 

 STUN client 

 UDP server 

 UDP client 

STUN server is located on ACS side and STUN client on 

CPE side. Their role in connection request is to make a tunnel 

between ACS and CPE and that way make direct 

communication possible.  

 

 
Figure 4. STUN based connection request 

The purpose of STUN mechanism is to discover network 

and port translation and maintain that binding over time [10]. 

Mechanism is fairly simple, client sends a request to server 

and in response address and port on which response is send is 

conveyed. That way client is aware if port and address 

translation is in progress. If client determines that it is behind 

a NAT gateway, keep alive mechanism is activated. In this 

mode client sends messages periodically in order to keep the 

binding. For that purpose secondary port in STUN mechanism 

is defined and all the messages in keep alive process are sent 

from it. In keep alive message address and port on which 

response should be sent is present and in case that response 

arrives on that specific port, binding is in place. 

Second part of STUN based TR-069 connection request is 

UDP server and client. It is similar to implementation of TR-

069 connection request over TCP with couple of exceptions: 

 Instead of TCP, UDP connection is used 

 Authentication mechanism isn’t HTTP digest, instead 

custom authentication mechanism is used 

 Client doesn’t get a response from server, only 

requests are sent and no response is generated. 
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C. TCP connection request with port forwarding 

Connection request with port forwarding is used when 

gateway, behind which CPE devices reside, and ACS are in 

the same address space. That allows ACS to reach end devices 

through designated port on gateway which is mapped to a port 

on CPE as shown on Fig. 5. 

 

 
Figure 5. TR-069 connection request with port forwarding 

Except this modification concerning network architecture 

everything is the same as in case of regular TR-069 

connection request over TCP without port forwarding. 

D. Connection request over XMPP 

Connection request over XMPP protocol [11] enables the 

ACS to reach end device no matter the network architecture as 

shown on Fig. 6. All the data necessary for successful 

communication is conveyed through TR-157 datamodel [12].  

Connection request architecture can be divided into three 

parts: 

 XMPP client on CPE 

 XMPP client on ACS 

 XMPP server 

Architecture defers from previous connection requests 

where CPE had the role of server and ACS the role of client. 

Now both ACS and CPE are clients and their messages are 

conveyed through XMPP server which is responsible for 

enabling communication between clients.  

 

 
Figure 6. TR-069 XMPP connection request 

Connection between XMPP clients and server is based on 

TCP. Once client is connected on server, connection is kept 

alive by periodic ping messages from server to clients. That 

way clients are always reachable and client state (offline or 

online) can easily be determined. Knowing the client state at 

any time makes this connection request robust which is not the 

case for some previous implementations. This kind of 

connection has it downside in higher data consumption. 

III. EXPERIMENTAL RESULTS 

The proposed concept was validated on Linux based set-

top-box (STB) on client side and for the ACS side Intel based 

server was used. With connection request ACS gets almost 

instance response from the CPE, that way making TR-069 

system more responsive and agile. 

TR-069 connection request over TCP and connection 

request with port forwarding have the same authentication 

process and thus have same experimental results, as shown in 

Table I. Although the network architecture is different, the 

complexity itself remains almost the same. Only difference is 

that port forwarding is used when gateway is between CPE 

and ACS. That doesn’t add up much to network complexity 

and for that reason it doesn’t add any delay to the system 

response. 

TABLE I.  TR-069 CONNECTION REQUEST  

Test Value 

Channel change ~2.8 s 

Authentication time ~50 ms 

 

TR-069 request over STUN is used when gateway or 

numerous gateways are between CPE and ACS. This kind of 

connection request is best suited when connection between 

ACS and CPE is conveyed through open internet. Due to 

custom authentication process which is simpler than HTTP 

digest mechanism used in connection request over TCP, 

system response time is faster, as shown in Table II. 

 

 

TABLE II.  TR-069 STUN CONNECTION REQUEST 

Test Value 

Channel change ~2.1 s 

Authentication time ~18 ms 

 

Connection request over XMPP can be used on any 

network configuration. Because of the architecture of the 

XMPP server/client communication, authentication between 

client and server is done only once upon authentication with 

XMPP server, that way every time the connection request is 

sent over XMPP there is no authentication process. There is 

only the time it takes a message to be sent from one XMPP 

client to another. As shown in Table III, system with XMPP 

connection request is highly responsive and gives the best 

results out of all proposed connection request mechanisms. 
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TABLE III.  TR-069 XMPP CONNECTION REQUEST 

Test Value 

Channel change ~2 s 

Authentication time 0 s 

Message transfer time 2-7 ms 

 

IV. CONCLUSION   

Connection request enables instantaneous system response 

from end-device. No matter what network architecture is, end-

device is always reachable from the ACS. Connection request 

mechanism is highly usable when TR-069 protocol is used in 

home automation. In smart house solutions user has the need 

to interact with his household over the Internet. In order to 

achieve comfortable usage system has to be responsive and 

enable the user to experience almost real time monitoring with 

data available right. Only concern regarding TR-069 protocol 

is privacy. User data resides on server which is outside of 

users reach and therefore making private data vulnerable. The 

solution might be in small household systems where the ACS 

would reside inside a house and would be used to monitor and 

control household appliances. Without a third person having 

access to your personal data, privacy issue is basically non-

existing. 
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Abstract—This paper gives an overview of five different models 

for self-similar network traffic generation (iterated chaotic maps, 

fractional Gaussian noise model, Pareto model and finite and 

infinite Markov chain model). The models are compared on the 

basis of Hurst parameter and mean value of generated sequences, 

and also on the basis of algorithm efficiency. R/S plot, Variance-

Time plot and Periodogram method are used for the Hurst 

parameter estimation. According to simulation results, the model 

which gives sequences whose parameters are close enough to the 

given ones is fronted. 

Keywords-Hurst parameter; long-range dependence; self-

similarity; traffic model 

I. INTRODUCTION 

In modern packet-oriented networks, telecommunication 
traffic is considered to be self-similar process. Unlike the 
Poisson process (used for classic telephone traffic modelling), 
which get smooth when averaged over large timescales, self-
similar process retains its burstiness over a wide range of time 
scales [1]. 

There are several factors contributing to self-similarity of 
network traffic, such as link bandwidth [2], file size 
distribution, reliability and flow control mechanisms in the 
transport layer [3], VBR (Variable Bit Rate) video streaming 
[4] and others, so that the degree of traffic burstiness differs 
between network segments. 

 A number of papers have studied the impact of self-
similarity on network performance in terms of packet loss rate, 
queueing delay or throughput [2], [5], [6]. Synthesized self-
similar traffic is important in evaluating the performance of 
various switch architectures under realistic conditions. A good 
traffic model may lead to a better designing routers and 
network devices which handle long packet bursts. According to 
differences in the traffic statistic within different parts of the 
network, the generator is recquired to be flexible enough. 

A lot of self-similar traffic generator models are developed, 
but none of them simulates all aspects of real traffic. This paper 
provides comparison of some of the most referred models. 

II. PARAMETERS OF SELF-SIMILAR PROCESSES 

In this section, an overview of basic concepts and terms of 
self-similar network traffic is given. 

As a measure of self-similarity the Hurst parameter (H) is 

used, where higher H (H(1/2,1)) implies higher self-
similarity.  

The packet traffic trace can be represented by binary 
sequence, where one stands for a packet and zero for an 
interpacket gap. If the sequence x is divided into non-
overlapping adjacent blocks of size m and then blocks are 
averaged, m-th order aggregation of the sequence is given as 
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m

t x
m

x

1

1
.  (1) 

     Two traffic traces with the aggregation scale m=1000 for 
different values of H are shown in Fig. 1. It can be noted that 
process with lower H becomes smooth when aggregated over a 
large scale. 
     A stochastic process is considered to be self-similar with 
parameter β, 0<β<1, if, for all m=1, 2, ..., the following applies: 

     
m

xVar
xVar m ~ .  (2) 

The parameter β is related to H by H=1–β/2. The variance of 
the process with higher H decays more slowly with the increase 
of aggregation degree. 

 

Fig. 1. Traces with the aggregation scale m=1000 for different values of H. 
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     If distant time samples of the process are correlated, it is 
said to be LRD (Long-Range Dependence) process. The LRD 
process has a hyperbolically decaying autocovariance function: 

   



~C ,  as 10,   .  (3) 

The important characteristic of the self-similar process is 
that packet train and interpacket gap duration have a heavy-
tailed distribution. One of the most frequently used heavy 
tailed distributions is the Pareto with cumulative distribution 
function (CDF) given by: 

    0,,1 







 




x
x

xF .  (4) 

Parameter α, 1<α<2, denotes the tail index.  

III. SELF-SIMILAR TRAFFIC GENERATION 

In this section, five models for self-similar traffic 

generation, frequently found in literature, are presented. 

A. Iterated Chaotic Maps  

The iterated chaotic map (ICM) model is described by 

traffic load d ∈ (0, 1) and parameters m1, m2 (1.5, 2), which 

determine the slope of curve plotted in Fig. 2.  

 
Fig. 2. Graph of an iterated chaotic map for d=0.5. 

 

Based on initial value x0 (0, 1), the next one is given by: 
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The sequence x takes values between 0 and 1. The binary 

time series {yn: n ∈ N} is generated by applying the following 

rule: yi = 1 if xi < d and yi = 0, otherwise. If m1=m2=m, the 
relation with H is given by H = (3m–4)/(2m–2). Thus, 
parameters d and H describe the model. 

When close to the mean value d, short sequences of zeros 
and ones are generated. Long sequences are generated when xn 
is found near points zero or one, by which traffic burstiness is 

obtained. A detailed explanation about the model can be found 
in [7]. 

B. Pareto Traffic Generation  

The starting model hypothesis is that the time of packet 

train and interpacket gaps have a Pareto distribution (Fig. 3).  

 
Fig. 3. Pareto vs exponential density distribution function. 

 

Two random variables are required to generate binary 

sequences. One variable stands for packet sequence duration, 

and the other for interpacket gap duration measured in time 

intervals equal to packet duration. As x≥β (eq. 4), parameter β 

presents the shortest length of the packet train. Tail index, α 

(1<α<2), defines how fast CDF decays. As α →1, the rate of 

decay is low, indicating that appearance of longer bursts is 

more probable. Poisson distribution (used for classic voice 

traffic modelling) decays much faster (exponential) compared 

to Pareto distribution.  
The parameter H depends on both parameter value, α and β. 

Larger β, as well as α closer to unity, causes longer bursts. 
Anyway, it was showed that the effect of β is not so influential  
on the degree of self-similarity as α is. The relation with H is 
H=(3–α)/2. Details of the algorithm can be found in [6]. 

C. FGN Traffic Generation   

The Fractional Gaussian noise (FGN) traffic generator 

produces the streams of variable-length packets with self-

similar statistics, unlike Pareto generator, which gives fixed 

length packets [6].  

The model is based on features of LRD process in the 

frequency domain. The first step in synthesis of self-similar 

sequence is the estimation of FGN power spectrum with given 

Hurst parameter (Fig. 4). The Inverse Fourier Transform 

(IFFT) is used to obtain the time trace which looks like noise. 

It is necessary to modify time trace to obtain the desired 

variance and mean value. Every sample then represents a flow 

in number of packets per time unit.  

To obtain a sequence of packets of variable lengths, it is 

necessary to know pakcet distribution in the observed network 

segment. More details on the model can be found in [6], [8], 

[9]. 
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Fig. 4. The power spectrum of FGN process. 

 

This method requires that the size of sequence which needs 

to be generated to be defined.  

D. Markov Chain Based Models 

An infinite Markov chain (IMC) can be used to generate a 

time series exhibiting LRD (see Fig. 5). If the chain is in the 

state i, i≠0, it moves to state i–1 in next time instant generating 

one in the output sequence. Only in the state i=0 (zero state), 

zero is generated in the output sequence. Any state, i, can be 

reached from the zero state with the transition probability fi. In 

brief, if the chain changes its state from 0 into n (n≠0), then 

the sequence of n ones will be generates. The sequence of 

zeros will be generated if the chain remains in the zero state.  

In practical implementation, IMC does not have an 

infinitive number of states. It is specified to an maximum state 

Nmax. For finite Markov chain (FMC) model, the number of 

states, N, is fixed. It is also the maximum packet burst size. 

Since burstiness is the condition for the self-similarity, the 

sequence with large H cannot be obtained with low N. 

In infinite Markov chain realization, the number of states is 

determined dynamically. The initial number of states, N, 

a relatively small number, is specified. If the probability fi, 

generated in the zero state, does not correspond to any state in 

range from 0 to N, then states from N+1 to 2N are generated 

and the state corresponding to given probability is looked for. 

The procedure is repeated until the maximum state, Nmax, is 

reached. Therefore, this chain is also constrained by Nmax, but 

Nmax could be very large number. 

Details about these models can be found in [7],[10]. 

 

 

 

 

 

 

 
 

Fig. 5. An infinite Markov chain. 

IV. HURST PARAMETER ESTIMATION TECHNIQUES 

The properties of self-similar processes (see Section II) 

lead to the different methods to estimate H.  

 The R/S statistic is a method that estimates the parameter 

H as a slope of the straight line in plot of log(R/S) versus 

log(T), where R is a measure of the range of the process, S is 

the standard deviation of the sample and T is the time interval.  

The Variance-Time plot (VTP) method estimates the Hurst 

parameter on the basis of the variance of the aggregated time 

series. Considering eq. (2), a plot of log[Var(x
(m)

)] versus 

log(m) will yield a straight line with slope of –β. The Hurst 

parameter is related to β by H=1–β/2. 

The Periodogram plot is a frequency domain technique, 

unlike the previous two methods which are the time domain 

estimators. By plotting log(Sn) versus log(ω), where Sn denotes 

the power spectrum density of n-length time-sequence block, 

and ω is the frequency, the points of the periodogram scattered 

around a negative slope are obtained. An estimate of the Hurst 

parameter is given by H=(1–γ)/2, where γ is the slope. 

More about these techniques can be found in [10]. 

V. SIMULATION RESULTS 

For traffic generator models presented in the Section III, H 

and traffic load values of generated sequences are estimated 

by simulation analysis.   

For ICM model, parameters m1 and m2 are equal. The 

shortest packet burst length for Pareto generator is β=1. For 

FMC model, different chain lengths are specified for various  

H values in order to attain the appropriate burstiness [10]. 

Chain sizes are N=2
13

, 2
14

, 2
15

, 2
16

, 2
17

, for H=0.55, 0.65, 0.75, 

0.85 and 0.95, respectively. For IMC model, the initial chain 

length is N=256, and maximum one is Nmax=65636 for H<0.8 

and N=2
10

, Nmax=2
20 

for H>0.8. 

The R/S plot, Variance-Time plot and Periodogram plot are 

used to estimate H from simulated sequences. 

Each model, except the FGN, provides the binary sequence 

of ten million bits. The parameter H is estimated for the 

sequence aggregation of degree m=100. The FGN model 

generates a sequence of 100 000 points. The mean value Havg 

and standard deviation σH are calculated for the Hurst 

parameter value estimated for 50 sequences. Traffic load is 

equal to ρ=0.5. The results are shown in Table I. 

Based on the results, it is noticed that R/S method provides 

small standard deviation with lower H values when compared 

to other two methods. For higher H values, R/S method 

provides much higher standard deviation.  

For H=0.55 and H=0.65, the FGN model generates series 

with H close enough to specified one. For higher values of H, 

the FMC model provides better results than FGN in terms of 

estimated H. Though, it should be bared in mind that the FGN 

has the lowest standard deviation for all specified H values. 

For ICM and Pareto models, the difference between specified 

and estimated H is large. Also, the variance of H is larger 

compared to other models.       
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TABLE I. ESTIMATION OF THE HURST PARAMETER. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Results for IMC model are much lower than expected for 
H>0.7. None of the observed models can reach very high Hurst 
parameter values as H=0.95. 

Performances of network devices are usually analysed 
under high traffic loads conditions. Also, higher values of H 
parameter are of interest.  Fig. 6. plots traffic load ρ for three H 
parameter values. Resultant load is calculated as average value 
of loads estimated for 50  sequences. 

FGN and FMC models provide traffic load which is close 
to the desired one. For other models, deviations from the 
specified value are much higher, especially for large traffic 

 

Fig. 6. Traffic load for different values of Hurst parameter.  

 

load and H parameter value.The IMC model is invalid for some 
combinations of ρ and H [10]. Values for these combinations 
are labeled in Fig. 6. with "x". 

All models are implemented in Matlab. To generate the 
binary sequence 10 million bits long, it took in average 0.3 
seconds for FMC, 0.87 seconds for FGN, 3.01 seconds for 
ICM, 3.92 seconds for Pareto model and 4.45 seconds for IMC. 
The execution time of algorithms depends on values of 
parameters H and ρ, and other parameters, such as size of a 
Markov chain. Given values are determined on 750 runs with 
various combinations of H i ρ as in Table I. 

VI. CONCLUSION 

Considering all results, among analysed self-similar traffic  
generator models, according to performances referring to Hurst 
parameter and traffic load of generated series, and also to 
algorithm efficiency, FGN model and the one with finite 
Markov chain are emphasized. The advantage of FGN model is 
lower variance of the Hurst parameter and traffic load which is 
closer to expected. The difference between desired and 
obtained H is smaller when FGN is used with smaller H values, 
although finite Markov chain has proven to be better for higher 
values of H parameter. The advantage of Markov model is its 
efficiency and its capability to attain higher Hurst parameter 
values compared to FGN model.  In applications where traffic 
generation in online manner is required, it is sometimes simpler 
to use Markov model because for FGN model the total length 
of sequence must be specified in advance. 
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Generator 

model
 H

R/S                    

Havg ± σH

Variance-Time        

Havg ± σH

Periodogram    

Havg ± σH

Iterated 

chaotic 

map

0.570 ± 0.025 0.567 ± 0.040 0.579 ± 0.038

0.611 ± 0.037 0.634 ± 0.072 0.642 ± 0.043

0.684 ± 0.114 0.729 ± 0.077 0.727 ± 0.033

0.751 ± 0.117 0.805 ± 0.046 0.810 ± 0.024

0.893 ± 0.192 0.890 ± 0.037 0.900 ± 0.017

Fractional 

Gaussian 

noise 

0.561 ± 0.016 0.548 ± 0.010 0.538 ± 0.011

0.655 ± 0.019 0.646 ± 0.011 0.629 ± 0.012

0.743 ± 0.018 0.737 ± 0.010 0.723 ± 0.012

0.824 ± 0.017 0.821 ± 0.013 0.811 ± 0.011

0.895 ± 0.020 0.889 ± 0.011 0.899 ± 0.011

Pareto 

distribution 

0.575 ± 0.019 0.561 ± 0.064 0.569 ± 0.049

0.613 ± 0.044 0.626 ± 0.069 0.652 ± 0.053

0.677 ± 0.060 0.712 ± 0.082 0.731 ± 0.036

0.768 ± 0.089 0.809 ± 0.059 0.814 ± 0.029

0.903 ± 0.252 0.894 ± 0.033 0.906 ± 0.017

Finite 

Markov 

chain 

0.586 ± 0.023 0.577 ± 0.029 0.598 ± 0.037

0.634 ± 0.043 0.644 ± 0.045 0.678 ± 0.051

0.724 ± 0.058 0.753 ± 0.037 0.775 ± 0.036

0.847 ± 0.081 0.836 ± 0.030 0.824 ± 0.025

0.946 ± 0.068 0.922 ± 0.008 0.925 ± 0.018

Infinite 

Markov 

chain 

0.569 ± 0.017 0.547 ± 0.032 0.559 ± 0.039

0.616 ± 0.037 0.626 ± 0.064 0.652 ± 0.056

0.664 ± 0.055 0.687 ± 0.060 0.712 ± 0.037

0.750 ± 0.085 0.785 ± 0.048 0.797 ± 0.027

0.808 ± 0.099 0.847 ± 0.030 0.872 ± 0.021
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Abstract—Upgrade to the new version of software is resource and 

time consuming process. Manufacturers try to optimize this 

process in any way. This paper presents upgrade of the HbbTV 

software solution as a system which relies on web technologies. 

Since web browser is one of the platform dependent components 

of the HbbTV software solution, the paper focuses on the web 

browser’s update on Android based DTV platform. With the 

Android upgrade, web browser also changes. These changes can 

be major changes and to achieve faster releases and better 

performances, manufacturers have to choose which browser to 

choose, existing or the upgraded one.  Two default Android web 

browsers are analyzed and compared. Web browsers’ overview 

of supported features and performances related to the HbbTV is 

given. 

Keywords-digital television; HbbTV; Android; web browser 

I.  INTRODUCTION 

Demand for digital entertainment is one of the fastest 
growing in the CE (Consumer Electronics) market. Compared 
to mobile devices, tablets and PCs, where user experience is 
interactive, traditional television offers static user experience. 
Nowadays, same user interface is expected on all connected 
devices, including DTV (digital television) devices (TVs and 
STBs (set-top boxes)). More interactions and social features are 
requested in addition to watching TV, and thus DTV devices 
are moving forward from static to interactive user experience. 
In the fast growing DTV market there are variety of devices, 
technologies and standards offering interactivity and 
entertainment.  

Hybrid Broadcast-Broadband TV (HbbTV) standard [1] 
provides integration of broadcast DVB (Digital Video 
Broadcasting) services and broadband IP network. The 
integration provides better user experience through services 
like digital teletext, EPG (Electronic Program Guide), and 
program non-related services, such as video on demand, catch-
up TV, interactive ads, voting, personalization, games or social 
networking.   

The traditional TV software had small significant updates 
over time. With the appearance of the Smart and Connected 
TVs, TV market rapidly changed [2], with constant need for 
upgrades and new outcomes. For example, Android based 
DTV platform needs an upgrade each time new Android major 
version is available.  

Software solution of DTV architecture is complex. Its 
integration with new Android version and upgrades are time 
and resource consuming processes for CE manufacturers.  

The mentioned changes in DTV software development 
influenced emerges of traditional TV software solutions with 
rapid development model. Rapid software development model 
is also a choice in web browser development. Google’s 
Chrome applied this model from the beginning, while Mozilla 
Firefox transitioned to this model [3] [4]. 

This paper presents and analyzes upgrade to the new 
version of the Android platform through upgrade of the HbbTV 
software solution as a complex software system which relies on 
web technologies. HbbTV applications which have become 
widespread are executed in the web browser. Web browsers are 
customized to support HbbTV standard requirements. There is 
more than one web browser on which HbbTV compliant web 
browser can be based. There are open source, proprietary and 
hybrid browsers (half open source, half proprietary). Some 
browsers have support for different operating systems.  

Android platform has its default web browser. This work 
focuses on HbbTV solution based on the default web browser. 
With every new Android release, update of default web 
browser is present. Updates can be minor and customization of 
that browser for HbbTV purposes goes smooth, but sometimes 
updates lead to some major changes. One of such updates with 
major changes is transition from WebKit-based web browser to 
Chromium-based web browser which came about in Android 
release 4.4.x. These changes impact on the porting of the 
HbbTV solution and thus impact on the whole DTV solution 
upgrade in terms of time and resources. 

Question is how to achieve rapid release development from 
one to another version, now and in the future? We propose 
choosing one web browser and making it HbbTV dedicated. 
Two Android default browsers will be discussed and analyzed 
as HbbTV candidate browsers: WebKit-based browser on 
which existing HbbTV solution relies, and Chromium-based 
browser which is going to have greater support in the future. 
Advantages and disadvantages of both solutions are presented. 

The rest of this paper is organized as follows. Section 2 
gives related work. HbbTV overview and features that should 
be supported by web browser are given in third section, while 
section 4 gives comparison of these two browsers regarding 
HbbTV requirements. Last section concludes the paper. 

This work was partially supported by the Ministry of Education, Science 
and Technological Development of the Republic of Serbia under Grant 32034. 

X International Symposium on Industrial Electronics INDEL 2014, Banja Luka, November 06�08, 2014

270



II. RELATED WORK 

Modern web browsers are compared by many criteria. 
Anand and Saxena [5] compare Chrome, Firefox and Internet 
Explorer in terms of CPU utilization, disk usage, multiple tab 
performances, compatibility with modern web technologies 
(HTML5 and CSS3) and execution time of JavaScript engines. 
Nielson, Williamson and Arlitt [6] give overview of the 
benchmark performance test results for four browsers (Internet 
Explorer, Safari, Firefox and Opera). Their focus is mostly on 
JavaScript, rendering and AJAX performances. They also 
emphasize the choice of the operating system which may affect 
the test results. All authors agree that there is no ‘one browser 
for all’; which browser is better depends on its use and 
purpose. 

Web browser is HbbTV compliant if it supports some 
predefined features. Features which need to be implemented on 
the Java based devices in order to support HbbTV functionality 
are described in [7]. Some of these features are web browser 
related: support for spatial navigation, additional DOM events, 
support for JavaScript plugins required by the HbbTV 1.1.1 
standard [1] etc. More specific overview of these and 
additional changes necessary for the implementation of the 
HbbTV required functionality on the Android based DTV 
devices is given in [8]. HbbTV 1.2.1 standard [9] requires 
support for one more JavaScript object 
(application/oipfSearchManager). One implementation of this 
embedded object is described in [10], with accent on the search 
performances. HbbTV 2.0 specification is not yet published 
and should offer a solution for synchronized IP and DVB 
reception, companion screen feature and transition to some of 
the HTML5 features as new widely adopted technology. 
Technology development of HBB-Next project and its 
contribution to HbbTV 2.0 (support for second screen, media 
synchronization and user identification) are presented in [11]. 

III. HBBTV BROWSER REQUIREMENTS 

HbbTV standard is based on the existing standards and web 
technologies (Fig.1). It further profiles them and introduces 
few novel solutions. 

 

Figure 1.  HbbTV and existing standards overview 

CEA-2014-A (also known as Web4CE) [12] refers to the 
problem of displaying web pages on the DTV devices. It 
defines CE-HTML (Consumer Electronics HTML) language 
which is based on the following web languages: 

 XHTML 1.0 transitional/strict, 

 Ecmascript 262, 3rd edition, 

 DOM Level 2.0, 

 CSS TV Profile 1.0, 

 XMLHttpRequest. 

CE-HTML also specifies some additional features. HbbTV 
standard addresses on the following additional features: 
support for text input using remote control (Multi-Tap), 
definition for key codes which are sent to the applications 
(solves diversity codes problem on the DTV devices) and 
MIME type for CE-HTML applications (application/ce-
html+xml).  

CEA-2014-A, along with the CE-HTML, also defines 
embedding of non-linear audio/video content in an application 
(using JavaScript plugin). It specifies DOM event handling (for 
example key events) and still image formats (JPEG, GIF, and 
PNG). 

DAE (Declarative Application Environment) [13] defines 
embedding of linear audio/video content in an application and 
specifies JavaScript API for applications running in a DTV 
environment. It specifies navigation using CSS3 directional 
focus navigation while the nav-up, nav-down, nav-left, nav-
right properties are used by the applications. 

ETSI-TS 102 809 [14] defines DTV transport of 
information about applications and transport of applications via 
DSM-CC standard. HbbTV browser has to support DVB 
URLs. 

Along with the existing technologies HbbTV standard 
defines the application lifecycle and gives some 
recommendations. HbbTV browser should have cookie support 
and should not offer a history UI (user interface) for HbbTV 
applications. 

HbbTV 2.0 specification announces the use of HTML5 
features. HTML5 standard is not yet defined, but is being 
widely adopted technology by all major browsers. Main 
features which HTML5 brings are: 

 abstracting the content from the hardware (audio, 
video and other components), 

 WebSocket – an asynchronous protocol providing 
full-duplex communication over a single TCP 
connection. Server can send messages to the client 
at any moment, 

 WebRTC – enables real-time communication, for 
example: voice call, video chat and P2P file 
sharing without plugins, 

 localized storage. 

Data exchange between application and DTV middleware 
in the existing solution is realized via JavaScript plugins 
(HbbTV embedded objects). Plugins are implemented using 
NPAPI (Netscape Plugin Application Programming Interface) 
[15] as a cross-platform plugin architecture. NPAPI supports 
initializing, creating, destroying and positioning plugin content, 
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scripting, printing, full-screen plugins, windowless plugins and 
content streaming. For HbbTV embedded objects significant 
value in browsers has scripting support, asynchronous callback 
support and object array support. 

IV. COMPARISON OF WEB BROWSERS 

Android version 4.4.x introduced Chromium-based default 
web browser. Android web browser in older versions has been 
based on the WebKit.  Accordingly, HbbTV software solution 
in versions older than this has been based on the WebKit 
engine. With the new Android upgrade and emerge of 
Chromium-based browser the question is which web browser 
provides good performances and cost-effective updates. Two 
solutions arise: preserving WebKit-based browser and its 
porting of native parts on the upgraded Android version or 
switching HbbTV solution to the Chromium-based browser 
(making it HbbTV compliant). 

WebKit-based browser is HbbTV compliant, as part of the 
existing HbbTV solution. Support for CE-HTML, DOM events 
handling, OIPF MIME types, CSS 3.0 navigation properties 
and DOM extension with HbbTV required objects (KeyEvent, 
KeySet and Channel) has been implemented. HbbTV 
JavaScript object for communication with DTV middleware 
are implemented using NPAPI. WebKit-based browser 
supports NPAPI architecture by default. It is dependent on 
native Android APIs. With the upgrade of Android these APIs 
has changed. Transition of HbbTV solution relying on WebKit 
based browser to Android 4.4.x requires significant effort on 
porting this browser’s native part. 

Chromium-based browser, compared to WebKit-based 
browser, is already integrated with the native APIs on the 
upgraded Android version. This default browser is not HbbTV 
compliant. HbbTV browser related features such as DOM 
object extension with new objects, CE-HTML parsing, support 
for OIPF MIME types, CSS 3.0 navigation properties and 
specific handling of DOM events need to be implemented. 
Cookie support exists but there is no support for DVB URLs.  

In the default Chromium-based browser plugins are 
disabled. HbbTV requires plugins’ support, so Chromium-
based browser needs to be reconfigured to support plugins. 
Plugin support is exposed through PPAPI (Pepper Plugin API) 
[16]. NPAPI in this browser is deprecated and will be excluded 
in the future. HbbTV JavaScript plugins are implemented using 
NPAPI. Since PPAPI doesn’t provide API for scripting objects, 
plugins can’t be rewritten using PPAPI. Instead, NPAPI 
support has to be revived in the Chromium-based browser.  

Main question is which solution leads to faster HbbTV 
release. WebKit-based browser is already HbbTV compliant 
and needs be ported on modified native Android API. 
Chromium-based browser runs on Android 4.4.x and newer 
versions as default browser, but needs to be modified to be 
HbbTV compliant. Along with development effort, web 
browser performances and support for HbbTV relevant and 
next generation features are important. Authors of the [5] 
conclude that Chromium’s weak point is multi-tabbing. This 
feature is irrelevant for HbbTV browser; standard specifies 
only one active application at the moment. 

 

Figure 2.  HTML5 support test results 

HbbTV 2.0 introduces some of the next-generation 
features. HTML5 support is one of them. Tests for HTML5 
browser support already exist. They test currently specified 
features by the HTML5 specification and tests change 
accordingly to the specification. One such test [17] is executed 
on both browsers. This test validates support for HTML5 
semantics, device access, performance and integration, 
multimedia, 3D graphics and effects, connectivity, offline and 
storage and other. Some non-HTML5 features are also 
validated but are not included into final result. Results for these 
two browsers are depicted in the Fig. 2. They show how many 
scores browser gets out of maximum. 

Results depicted in Fig.2 indicate that Chromium-based 
browser has better overall HTML5 support than the WebKit-
based. 

HbbTV applications communicate with the DTV 
middleware and achieve its functionalities via JavaScript 
plugins. Browser’s JavaScript engine performances influence 
the performances of the HbbTV applications and thus on the 
user experience. The benchmarks measure performances of the 
JavaScript engine.  

SunSpider [18] as JavaScript benchmark validates the core 
JavaScript language. It focuses on the actual JavaScript 
developers’ use today trying to avoid microbenchmarks. Tests 
are executed multiple times to determine measurement error 
range. Results (Fig. 3) are given in milliseconds. 

 

Figure 3.  SunSpider benchmark test results 
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Figure 4.  Kraken benchmarks test results 

Kraken [19] is JavaScript performance benchmark which 
measures the speed of several use cases from real-world 
applications and libraries. It is based on SunSpider. It includes 
an implementation of the search algorithm, audio processing 
usage, image filtering routines, JSON parsing and 
cryptographic routines. Results (Fig. 4) are also reported in 
milliseconds. 

V8 Benchmark Suite [20] reflects pure JavaScript 
performance. Results are shown in Fig. 5 and higher scores 
mean better performances. 

All tests are executed on the reference platform and are 
here to give mutual performance overview of these two 
browsers. From the test results Chromium-based browser is 
considered as browser with better JavaScript performances, but 
in the real world it is hard to see JavaScript performance 
difference between these browsers. Overall user experience 
considering speed is satisfying for average user. 

 
Figure 5.  V8 Benchmark Suite results 

V. CONCLUSIONS 

This paper analyzes problems of the HbbTV browser 

upgrade which comes with the Android platform upgrade. 

Overview of the HbbTV compliant browsers based on two 

major Android web browsers is given. HbbTV required 

features and browser support for them is presented. The work 

focuses also on the support for next-generation features such 

as HTML5 and gives comparison of the browsers’ JavaScript 

performances. To achieve faster HbbTV software releases 

next step would be choosing one web browser, making it as 

much as possible platform independent and its use in HbbTV 

solution across all Android versions.  
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Abstract—Based on the formed model of nano-film crystal 

structures, changes of optical properties due to the presence of 

borders for the case of symmetrical ultrathin films are 

theoretically investigated in this paper. Influence of five border 

parameters on the occurrence of localized exciton states is 

examined, as well as their relation with the effects of 

discretization and selection of resonant absorption of present 

electromagnetic radiation. Used combined analytical-numerical 

calculation to find the allowed energy states of excitons and their 

spatial distribution (per layers) along the axis perpendicular to 

surface planes. We determined permittivity for the observed 

models of these ultrathin dielectric films and explored the 

influence of boundary parameters on the occurrence of discrete 

and selective absorption.  

Keywords - nano-films, excitons, permittivity, absorption.  

I.  INTRODUCTION 

*Obtaining fundamental information on different physical 
and chemical properties of materials and their wide practical 
(technical and technological) applications in nano-, bio- and 
optoelectronics intensified the theoretical research of low 
dimensional crystal system (nanostructures: ultrathin films, 
quantum wires and quantum dots and so on. [1]). Compared 
with characteristics of appropriate "big" samples, specificity of 
these "small" structures is reflected in the fact that the presence 
of close boundary surfaces leads to altered very general known 
properties of these materials and the occurrence of non-specific 
phenomenon (as a result of the effects of dimensional 
quantization) [2,3]. The excitons are responsible for the 
dielectric, optical (absorption, dispersion of light, 
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luminescence), photoelectric and other properties of crystals 
[4]. In this study we observed ultrathin dielectric films (with a 
thickness not exceeding of ten atomic planes). Representative 
examples of these structures are molecular crystals, with in 
them occurring elementary excitations – excitons, as a result of 
interaction of the external electromagnetic field and electrons 
in crystals. Using dispersion law for the excitons and their 
density of states, we will theoretically define the relative 
permittivity, and throughout the optical properties of a system. 

II. EXCITONS IN NANO-FILMS 

Standard effective excitonic Hamiltonian in harmonic 
approximation [4,5] has following form: 

  
mn

mnmn

n

nnn BBXBBH








,

,            (1) 

where 

nB  and nB   are operators of creation and annihilation 

of exciton on site n


 of crystal lattice; n
  represents energy of 

exciton isolated on this site, and mnX   are matrix elements of 

excitons transfer from site to site. In this model we assume that 
energy of exciton isolated on site is about 100 times bigger 
compared with the energy needed for transfer of excitons.  

We will analyze this system with the method of two-times 
temperature-depended Green’s functions [6-8] mainly for 
advantages which this method provides. Green’s function has 
given in following form: 

     0 mnmn BtBtG  ,            (2) 

and satisfied following equation of motion: 
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Systems which have structures containing boundary planes are 
usually called film-structures [9-11]. Dimensions in crystal 
nano-films are unlimited in XY directions, while in Z direction 
has finite width: L=Na. We will observe dielectric nano-film 
(Fig.1) which could be made by the controlled doping within 
bulk structures, or various methods of deposition on substrate 
materials [11]. Existing boundary layers change energies of 
excitons on site and transfer of exciton energies between 

boundary planes ( 0zn ; Nnz  ) and first inner planes 

(  1zn ; 1 Nnz ) within ultrathin film as well, which 

define perturbation conditions [11-15]: 
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where parameter d defines perturbation on site of crystal nodes, 
and parameter x defines perturbation of energy transfer along Z 
– axe.  

Figure 1.  Model of ultrathin film.  

Taking into account boundary conditions (3), Hamiltonian (1) 
and equation of motion (2) we could write equations for the 
Green’s functions [11-15]. After performing of Furrier 
transformations, unlimited in time but limited in space 
(limitation is in Z – axe), we get system: 
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where: 

 yx akak
X

coscos2 
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System of equations (4) represent system of N+1 non-
homogenuos algebraic difference equations for unknown 

Green’s functions. We actually don’t need to find out solution 
of the system (4), it is sufficient to calculate determinant of 
system (4) and equalize determinant with zero [11-15], i.e. to 
calculate poles of the Green’s function which define dispersion 

law of excitons. In such a way we get N+1 solutions   ; 

11,2,...,  N . 

We will present dispersion law for excitons in ultrathin film in 
non-dimensional form, i.e. calculated reduced energies  

xyR
X

E 


  


            (5) 

in dependence on function  yxxy akakR coscos2  . On 

figures 2 – 4 have shown excitons dispersion laws – on figure 2 
for the unperturbed (ideal) film; on figures 3 and 4 for d-
perturbed and x-perturbed 5-layer film, respectively.  

Figure 2.  Exciton dispersion law for ideal film.  

Comparing nonsymmetrical perturbed (lateral graphics) 
with symmetrical perturbed (central graphics) films from the 
figures 3 and 4, one can see clearly nonsymmetrical 
/symmetrical disposition of the localized states, taking into 
account that some localized levels overlap in the case of 
symmetrical perturbation. This overlapping happened only for 
the d – perturbation, which is the significant one! 

In all graph the full lines represent exciton energy levels in 
films, while dashed lines represent exciton energy levels in 
bulk crystals. On the first sight one can see absence of zero 
energies and the presence of discrete energy levels in film 
structures. Number of the possible energy states is equal to the 
number of crystallographic planes within the film along Z-axe.  

From the figure 3 one can see that increasing of d 
parameter, energy spectra spread on such a way that one 
energy level move to the higher energies and come out of the 
bulk energy border. Those energy states are known as localized 
or Tamm states [4]. Analyzing graphics on the figure 4 one can 
see that increasing of x parameter wide the whole spectra with 
two energy levels which comes out of the bulk energy borders, 
i.e. with Tamm states.  

 

E  

 

xyR  
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Figure 3.  Exciton dispersion law for d – perturbed 5-layered film.  
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 xyR  

Figure 4.  Exciton dispersion law for x – perturbed 5-layered film.  

III. OCCUPANCY OF EXCITON ENERGY LEVELS AND 

DIELECTRIC PROPERTIES OF FILMS  

To calculate the probability of finding (or creation) of 
excitons on site and spatial distribution of exciton energy levels 
within film structures, we need to find out the spectral weight 
of specific Green’s functions. We start from the system of 
equations for the Green’s functions (8), but in matrix form: 

111
ˆ~ˆ

  NNN KGD ,            (6)  

where 1
ˆ

ND  is matrix which represents determinant of the 

system, 1

~
NG and 1

ˆ
NK  are vectors of Green’s functions and 

Kronecker delta function, respectively. If we imply in (6) 

inverse matrix 
1

1
ˆ 

ND  from the left side, knowing that inverse 

matrix could be represent throughout adjugate (or adjunct) 

matrix whose terms ikD  are cofactors of elements ikd  of 

direct matrix, we could calculate Green’s functions where 

numerator represents spectral weight  zng , i.e. probability 

of finding excitons states   [9,11-15]: 

 



 


1

12

N
n

n
z

z

g

X

i
G

 










.           (7) 

To calculate dynamical permittivity of film we use general 
expression [4-8], keeping in mind that Green’s function (and 
related dielectric permittivity) are strongly depended of the 
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number (or site) of the crystalline planes of the symmetrical 
film: 

       

zzz nnn GGFi211
,          (8) 

where F is structural factor [4,5]. Including expression for the 
Green’s functions in (8) we obtain: 
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where  yx akak
X
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Expression (9) shows how dielectric permittivity of 
ultrathin films depend on frequency (or energy) of external (or 
initial) electromagnetic excitation. This is actually dielectric 
response of the symmetrical molecular film on external 
electromagnetic field. 

IV. OPTICAL PROPERTIES OF THE FILM  

Dispersion of dielectric permittivity (or permeability) is 

function of their dependence on frequency   . With respect 

to the fact that  tf  is real function, from the expression: 

      dttff t 



 e11

0

         (10) 

arise that dielectric permittivity must be complex function, i.e.: 

      "' i           (11) 

where 
'  is their real and 

"  imaginary part. 

Changing the sign of   we obtain that    turns into 

  *
, i.e.          "'"' ii  , from where 

we obtain     ''   and     ""  . 

Dispersion relation gives opportunity to calculate one of the 
parts of dielectric permittivity (real or imaginary, which is for 
example known from the experiment) if we know the other part 
(imaginary or real), for the whole frequency range. Of course, 
knowing experimentally data for the whole frequency range is 
practically impossible, but also not even necessary. For 

example, if we are interested in   '
 for the frequency  , 

contribution of  x'  for the values x  which are very far from 

the   is not of crucial importance. Shape of the function 

  '
 in some particular frequency   is determined by the 

values  x"  for the values x  which are close to the  . 

Relation between curves   '
 and  x"  for the values x  in 

the vicinity of the    is determined by the Velicky, who has 

shown that peak of the refraction index match to the absorption 

threshold, and peak of the absorption match to the drop of the 
refraction index.  

 

 

Figure 5.    Refraction and absorption indicies of the bulk.  

These conclusions are confirmed experimentally. Maxwell 
has shown that dielectric permittivity of the material is equal to 
the square of the refraction index. Dielectric permittivity in the 
case of the dispersion is complex (as we have shown before), 
with real and imaginary parts closely related with the optical 
properties of the medium. Introducing complex refraction 
index: 

 in ,         (12)  

we will assume that it is related with complex dielectric 
permittivity with Maxwell equation: 

       inni 2222"'  .        (13) 

From (13) we can determine physical meaning of real and 
imaginary part of complex refraction index (12), i.e.: 

  22'   n ;    n2"  .         (14) 

Based on this we can find expressions for refraction and 
absorption indices in next form: 

 





























 11

2

2






  





























 11

2

2




n .         (15) 

On the Fig.6 are shown dependence of relative dynamic 
permittivity, absorption and refraction indices from the reduced 
energy of external e.m. field, for the 5-layered film. All graphs 
show this dependence for the external (boundary) crystalline 
planes, first inner planes and medium plane.  
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Figure 6.  Relative permittivity, absorption and refraction indices for 5-layered perturbed film in dependece of relative energy .  

On the first upper graphs in Fig. 6 are shown permittivity of 
ideal film with 4 inner atomic layers [more detail in 12]. In the 
second and third row are shown graphs for absorption and 
refraction indices in dependence of reduced frequency of 
external electromagnetic field for a 4-layered dielectric film 
when term Δ has been changed with perturbation parameter d0 
(or dN). One can see that number of resonant peaks 

(frequencies where ε (ωr) → ± ∞) depend on number or 
position of atomic plane nz for which dielectric permittivity has 
been calculated, but also from values of perturbation 
parameters d0/N. When we increase perturbation parameter, the 
absorption zone spreads, with the dominant resonant peak 
noticed only on boundary plane of the film (nz = 0 ili nz ≡ N = 
4). This is somewhat expected result, while spectral weight 
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analysis shows that the probability of finding excitons is the 
greatest right on those planes [12]. It is easy to notice that 
number of resonant permittivity peaks varies with each layer, 
i.e. permittivity is not only frequency depended, but also layer 
depended and function of perturbation parameters x0/N. 
Increasing perturbations parameters x0/N absorption zone is 
widening to higher and lower energies, accompanied with 
simultaneously quenching of some resonant peaks, depending 
of layer (or plane) for which is permittivity calculated. This 
means that visibly greater impact on optical properties has d-
perturbation parameter, which shifts the whole energy spectra 
and could make very narrow absorption, making in that way 
film structure some kind of a monochromatic filter. From all 
graphs one can see that smoothly increasing of refraction index 
has its breakdown on frequencies where absorption properties 
change (absorption index). On the frequencies where 
absorption index increase – refraction index decrease; where 
absorption indices change more rapidly (increase or decrease) 
are peaks of refraction indices (singularities). Those results are 
in good agreement with Kramer’s theory, with only difference 
that those effects occurs on the beginning and end of 
absorption zone, while in film structures effects are discrete, 
giving quantum and very selective narrow absorption zone. 

V. CONCLUSION 

 

            There are a significant differences in dispersion law 
(microscopic, i.e. quantum) and dielectric response 
(macroscopic, but dimensionally quantum) of excitons   
between bulk and symmetrical ultrathin film structures. This is 
a consequence of dimensional limitations along one axe, but 
also of perturbation effects on boundary planes and layers. An 
energy spectrum of excitons in symmetrical ultrathin film is 
discrete one with a number of energy levels equal to the 
number of atomic planes. Increasing of energy of excitons on 
boundary layers, i.e. crystal nodes, moves spectrum towards 
higher energies (frequencies), while increasing energy transfer 
between boundary and first inner neighbor planes 
symmetrically spreads spectrum towards higher and lower 
energies (frequencies). There is a possibility of appearance of 
Tamm’s (or localized) states, with probability that those states 
occurs significantly increase with increasing of perturbation 
parameters. Dielectric response of ultrathin films show 
properties of distinct selectivity, with appearance of resonant 
absorption peaks on exactly determined energies (frequencies). 
Number and disposition of those resonant peaks depend on 
number of atomic layers and perturbation parameters. These 
properties give advantage of film structures above balk (which 

have continual dielectric response in certain energy zone). In 
this sense ultrathin film structures could be used as some kind 
of monochromatic filters of external radiation. 
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Abstract — In this work six-phase DC/DC converter with 
simplified low-cost topology will be represented. Circuit control 
block has been developed as direct control concept, without 
control loop for output signal. Different operating modes are 
easily adjustable with DIP-4 switch. Duty cycle in all operating 
modes is 50%. Small resistance power resistor with 50 mΩ 
resistance has been positioned between ground point and load to 
provide possibility to circuit user to analyse transient response of 
test circuit. Operating frequency of circuit is externally 
adjustable with laboratory frequency counter. The circuit is 
simple for use and variable inductor topologies, single or 
multiphase inductors can be tested with this circuit. 

Keywords - Circuit topology, DC-DC power converters, 
Inductors, Testing 

I. INTRODUCTION 

In order to power the next generation microprocessors 
which require about 1 V voltage and up to 100 A current, the 
number of phases in the interleaved multi-phase synchronous 
buck converter has been increasing.  Some of today’s designs 
require as many as 8 phases. Selecting the optimum number of 
phases is determined by many factors, e.g. output current, 
system efficiency, the transient requirement, thermal 
management, costs of capacitors, MOSFET performance, size 
restriction, and overall system cost. Phase selection is further 
complicated due to continually changing current requirements 
making a scalable multiphase converter necessary [1]. A 
tendency to miniaturize electronic components began in the 
1990s. Progress also occurred in surface-mounting 
technology, and attempts have been made to accomplish high 
density, incorporation of ferrite inductors into a printed circuit 
board [2]. Recent technological developments concerning 
electrical devices demand higher performance of the inductor 
i.e. higher frequency application and further miniaturization 
[3]. One of the major advantages of the multiphase buck 
converter is the ripple cancellation effect, which enables the 
use of a small inductance to improve the transient response 

and to minimize the output capacitance [4]. Thus, there are 
many designers working on development of new inductor 
topologies in order to improve performances of modern 
DC/DC converters.  

One of the main steps in process of inductor development 
are operating tests which provide good feedback to designers 
about performances of developed inductor topologies.  While 
working on development of new multi phase inductor 
topology, authors developed six-phase test circuit presented in 
this work. 

II. TEST CIRCUIT TOPOLOGY 

Six-phase DC/DC converter is built as a test circuit in order 
to test inductors in operating conditions. Test circuit was 
divided in two functional blocks: Control block and Power 
block. 

Main part of simple control block represented in Fig. 1. is 
Atmel’s AT TINY26 controller. This micro-controller sending 
control signals via circuit (M74HCT541B1R) to the power 
block of test circuit, actually to the gates of power MOSFETs. 
Control circuit was designed in such way that can be 
synchronized by external frequency counter, instead with 
crystal oscillator. This kind of realization make possible for 
user to change frequencies of control signal very easy during 
tests with simple change of synchronizing signal frequency 
generated at frequency counter and connected to XTAL input 
of controller. This control block is able to create test signal at 
maximal driving frequencies about 5 MHz depending on 
selected operation mode. DIP SW in control circuit is used to 
select operation modes of test circuit. Operating modes of this 
circuit are as follows: 1x1, 2x1, 3x1, 4x1, 5x1, 6x1, 3x2 and 
2x3. In order to test on e.g. six-phase inductor performance, 
test circuit operating modes 6x1, 3x2 and 2x3 have been used.  
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Fig. 1. Control block of test circuit 

 
Fig. 2. Simplified schematic of test circuit 

 
Schematic of test circuit power block was developed as 

simplified Buck converter concept (MOSFET-diode 
combination) realized with six phases. SMD P-MOS transistors 
IRF5305 are selected as power switch component in 
combination with fast Schotky diode for inductor relaxation 
cycle. All phases are interconnected at circuit output and 
provide controlled power supply signal to the load. Schematic 
with simplified control block and complete power block is 
shown in Fig. 2. Test circuit hardware with tested inductor 
sample is presented in Fig. 3. 

 

 
Fig. 3. Test circuit hardware 

III.  HARDWARE IN OPERATION MODE 

Test circuit during operating tests is presented in Fig. 4a. 
Test equipment and frequency counter are shown in Fig. 4b. 
Six-phase inductor sample has been tested in the test circuit in 
operating mode 6x1 (Fig. 5a). Circuit output Voltage and AC 
current with 1 Ω power load were measured at Tektronix TDS 
2024B oscilloscope and have been presented in Fig. 5b. 
Operating frequency was 1.1 MHz and phase inductance of 
inductor was 250nH. 

Efficiency of the circuit is around 73% depending on 
selected operation mode and properties of tested inductor. In 
the future this efficiency can be increased by implementing 
additional input and output condensers and optimizing control 
signal operating frequency. For the purpose of initial operating 
analysis of inductor samples efficiency of the circuit is not 
important, because most of the comparative tests between 
commercially available and developed inductors in operation 
mode can be easily conducted with this circuit. 
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(a) 

 
(b) 

Fig. 4. Operating tests of inductor sample in the test circuit: a) active hardware 
with attached test probes and b) frequency counter and oscilloscope used 

during tests 

 
(a) 
 

 
(b) 

Fig. 5. 6x1 operating mode: a) control signal and b) output voltage and AC 
current signal of test circuit in 6x1 operating mode 

IV.  CONCLUSION 

Six-phase DC/DC buck converter circuit was developed 
with intention to test different prototypes of inductors. This test 
circuit was not designed to be high efficiency power supply. 
The main purpose of such circuit is to provide easy testing 
procedure to user. Operating modes can be selected easily by 
change of active phases in DIP4 switch combination. Adjusting 
of operating frequency by the external frequency counter 
provide comfort work with the test circuit. Different types of 
single inductors or multi-phase inductors up to six phases can 
be tested with this circuit.  
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Abstract—This paper focuses on the problems associated with 
privacy protection in smart grid. We will give an overview of a 
possible realization of a privacy-preserving approach that 
encompasses privacy-utility tradeoff into a single model. This 
approach proposes suppression of low power frequency 
components as a solution to reduce the amount of information 
leakage from smart meter readings. We will consider the 
applicability of the procedure to hide the appliance usage with 
respect to the type of home devices. 

Keywords- load monitoring, privacy protection, smart metering 

I.  INTRODUCTION  

The increased interest in modern power systems or smart 
grid is a consequence of the fact that the traditional power 
system is not able to meet growing energy demands. Smart grid 
characterizes the two-way flow of electricity and information, 
which allows more effectively monitoring and control of 
energy use. Smart meter periodically and automatically 
transmits readings to the utility which enables efficient load 
balancing. However, collecting and transmitting measuring 
data also poses a serious privacy threat since an unauthorized 
third party is able to intercept data in transmission. They could 
process power consumption data to extract appliance usage and 
observe some events. This information together with 
demographic data provide an opportunity to model a typical 
human behavior [1]. 

Any privacy preserving technique makes a tradeoff 
between privacy and data collection requirements. The first 
attempt to develop a general theoretical framework for privacy-
utility tradeoff  was proposed by Sankar et al. [2]. Such 
theoretical framework enables us to make a compromise 
between the lost of privacy and the precision of aggregated 
measurements. The second benefit of a theoretical abstraction 
is a possibility to create procedures which are technology-
independent. It is shown that an optimal compromise between 
privacy preserving and utility can be achieved by filtering out 
low power frequency components. 

This paper focuses on the technological defenses against 
unwanted and unauthorized monitoring. The following section 
is related to the Non-Intrusive Load Monitoring (NILM). In the 
third section we investigate realization of a privacy-preserving 
approach that encompasses privacy-utility tradeoff into a single 
model. The fourth section considers the applicability of the 

proposed technique to hide the appliance usage with respect to 
the type of home devices. 

II. NON-INTRUSIVE LOAD MONITORING  

The metering data which smart meter transmits to the utility 
provide an opportunity to observe the daily activities of a 
person remotely. If an attacker intercepts data in transmission 
he is able to determine individual appliance operation 
schedules by using NILM algorithm. Therefore the smart grid 
privacy solutions must carefully examine how NILM algorithm 
can be used to extract personal information and develop more 
effective means of protection from it. 

In order to save energy and use energy resource efficiently 
it is necessary to implement the load identification of 
appliances in individual households. The traditional load 
monitoring system which is based on Supervisory Control and 
Data Acquisition (SCADA) requires sensors attached to each 
appliance in the house and a home area network. The 
implementation of this system is very complex. In addition, it 
is unreliable and not scalable as a consequence of the large 
number of sensors. 

The second method used to detect the operation state of 
individual electric appliances is NILM, proposed by Schweppe 
and Hart [3]. This method uses the nonintrusive monitoring 
concept by which individual loads need not be instrumented. 
An NILM system uses only aggregate power consumption 
signals from a sensor at the power service entrance. This load 
monitoring method is widely accepted because of the simple 
hardware installation.  

The appliance signature represents a specific characteristic 
that makes a load unique. There are two main classes of 
nonintrusive signatures:  

• Steady-state   
• Transient  

The steady-state signature (SS) represents the set of 
parameters that are derived under steady-state operation of the 
appliances. The NILM methods which use this kind of 
signature identify devices based on the steady state change of 
real and reactive power. The behavior of some appliances can 
be tracked from positive and negative real power variations. 
According to the method proposed by Hart step changes of the 
power consumption are grouped into clusters in order to extract 
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individual appliance usage. The important advantages of the 
steady state approach are: minimal hardware requirements, low 
sampling frequency and additivity of the SS signatures. 

Any load identification algorithm needs to employ a library 
of load models during pattern recognition stage. In order to 
build a signature library, it is necessary to make a classification 
of electric home appliances.  

A. Electric appliance classification  
The electric equipments can be classified into following six 

categories depending on the electrical characteristics [4]: 
resistive appliances, motor driven appliances, pump operated 
appliances, electronically-fed appliances, electronic power 
control appliances and fluorescent lighting. 

The classification is performed based on the: duration and 
shape of the current transients, current harmonics and the other 
parameters of the voltage or current signal. Resistive 
appliances draw current that is in phase with the voltage. 
Therefore, there is the only real power present on the electrical 
network. The current signal drawn by resistive appliances does 
not contain higher harmonics. 

The second category of electric equipments contains an 
electric motor. The current signal drawn by motor driven 
appliances characterize a long transient and presence of odd-
numbered harmonics. The appliances which contain a pump 
operated by an electric motor are often classified separately 
from other motor driven appliances, because the differences in 
switching-on transients. Common household appliances that 
belong to this category include refrigerators, freezers, washing 
machines etc.  

Electronically-fed appliances are low power loads which 
use Switch Mode Power Supply (SMPS). The fundamental 
characteristic of any SMPS is high power efficiency and 
controllability. The SMPS current has a significant amount of 
triplen harmonics (3rd, 9th, 15th, etc.) and high THD. 

Electronic power control appliances are loads which 
characteristic significantly depend on power level at which 
they operate. Appliances such as halogen lights, some vacuum 
cleaners and cookers belong to this group. 

Fluorescent light sources belong to the inductive loads 
which characterize a substantial phase shift between current 
and voltage and a long two-step switching on transient. They 
posses current spectrum dominated by third harmonic.  

III. PRIVACY-PRESERVING TECHNIQUE BASED  
ON PRIVACY-UTILITY TRADEOFF  

There are two approaches in the privacy preserving 
techniques proposed so far, non-cryptographic approaches and 
cryptographic approaches. Cryptographic techniques allow 
operation of the utility without access to meter readings. The 
main drawback of this approach is demand to implement 
protocols, and software on each smart meter. 

The privacy-preserving techniques can be centralized or 
distributed. The more common approach uses data aggregation, 
which performs gathering and computing data in a gateway.  
The second approach is to use security techniques on the side 
of the smart meter which communicate directly to the utility.  

The technique which ensures household privacy without 
utility cooperation is masking and obfuscation of metering 
data. One such solution named, Battery-based Load Hiding 
(BLH) [5, 6], uses controllable batteries which are charged and 
discharged at strategic times to hide the load demand. The 
BLH algorithm tries to prevent NILM by keeping metered load 
constant. 

The theoretical framework proposed by Sankar et al. [2] 
shows that optimal privacy preserving solution requires 
suppression of low power frequency components. Low power 
frequency components are typically caused by short-lived 
fluctuations in energy consumption and reveal a great amount 
of information about human behavior. In contrast, frequency 
components that have high power are caused by continuously 
running appliances and contain much less information. A 
privacy-preserving technique which is based on utility-privacy 
preserving model must realize two functions, which are as 
follows [7]:  

• Estimation  of  harmonic  components  in  power  system 
• Removing certain frequency components from 

measuring data signal 

Traditionally, harmonic analysis of current or voltage signal 
is performed by using FFT algorithm or bandpass filtering. The 
FFT algorithm can be implemented only if the number of 
samples per period is an exponentiation of 2. Therefore, one 
must determine the period of the fundamental frequency and 
adjust sampling frequency.  

The key part of the proposed privacy preserving technique 
is to determine active power harmonics that can be suppressed. 
Removing the frequency components must be done adaptively 
from the power consumption spectrum.  

The complex power can be expressed in terms of the active 
and reactive power harmonics in the following way: 
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The proposed procedure of removing low power frequency 
components from measuring data signal results in the 
approximated active and reactive power, as follows: 
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where: M is the set of harmonics which are suppressed. 
The approximation is acceptable if the active power relative 

error does not exceed the upper limit, δp. 
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All other power quality measurements are performed 
without any approximation since they do not reveal privacy 
information. 
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IV. MEASUREMENTS 

A. Measurement conditions and setup 
Measurements and data analysis are performed using a real-

time system for polyphase nonlinear loads analysis, described 
in [8]. The system is based on virtual instrument paradigm, 
using National Instruments NI9225 and NI9227 acquisition 
modules and PXI controller running real-time operating system 
(RTOS). In these measurements, we used 50 kSa/s sampling 
rate and 24bit accuracy. The current and voltage ranges are 
±5ARMS and ±300VRMS, respectively. All measurements are 
conducted using one acquisition channel, i.e. one phase. 

The current spectra and waveforms are shown on Fig. 1 to 
5. Fig.1 presents a current spectrum and waveform in case of 
pure linear resistive load, 100 W nominal power incandescent 
lamp. This measurement is given as reference. The waveform 
is almost sinusoidal, and one can observe small magnitude of 
3rd, 5th and 7th harmonics. These harmonics exist due to power 
grid supply voltage, which is not pure sinusoide, having some 
harmonic pollution. 

B. Results 
Fig. 2 and 3 depicts measured results for Compact 

Fluorescent Lights (CFL) lamps with 15W and 20W nominal 
power, respectively. The waveforms are almost identical, and 
both spectra have the same harmonic structure, with odd 

harmonics. The envelope of spectra is approximately 
exponentially decaying function, with a small drop in 5th 
harmonic. The only observable difference between two spectra 
is different magnitudes of same order harmonics. 

The measured data related to the CRT monitor are shown in 
Fig. 4. The waveform resembles the sine function. The 
spectrum contains low frequency components, i.e. 5th–9th 
harmonics, with small magnitude. This is an example of well 
compensated SMPS. 

Finally, Fig. 5 represents spectrum and waveform obtained 
by measuring portable PC supply current. This is an example 
of time non-invariant electronic appliance. The power 
consumption, as well as spectrum structure of such nonlinear 
load varies in time, depending on working conditions (i.e. 
battery status) and  activities within a PC, causing different 
CPU, GPU and I/O load [9].  This information can be also used 
for eavesdropping the computer activity, as shown in [10]. 

The measurements shown in Fig. 5 are performed with 
fully charged battery, when PC is in idle state – only OS and 
core services running. The AC/DC power converter draws 
current from the grid in bursts, causing heavily distorted 
waveform. The corresponding spectrum contains odd 
harmonics, with sinc function as envelope. 

 

 
Figure 1.  Incandescent lamp, 100W nominal power – spectrum (left) and waveform (right) 

 
Figure 2.  15W nominal power CFL – spectrum (left) and waveform (right) 
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Figure 3.  20W nominal power CFL – spectrum (left) and waveform (right) 

 
Figure 4.  CRT monitor – spectrum (left) and waveform (right) 

 
Figure 5.  Portable PC – spectrum (left) and waveform (right) 

V. CONCLUSION 

By observing measured results, especially related spectra, 
one can conclude that each electronic appliance has unique 
harmonic signature, which can be used for identification. 
Identifying single appliance connected into power grid requires 
complex pattern based algorithms. 

 In this proceeding, we only take in consideration harmonic 
magnitudes. Harmonic phases can also be measured with 

described system, providing more information needed for 
appliance identification. 

The proposed privacy-preserving technique is applicable to 
appliances with a current spectrum having relatively strong 
higher harmonics. Hence, the suppression of low-power 
frequency components is not effective on resistive appliances. 
According to the measurement results, the usage of 
electronically-fed and electronic power control appliances can 
be effectively hidden. This group of appliances encompasses 
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household appliances such as IT equipment (mainly 
computers), television sets, energy-efficient lighting (LED and 
CFL) which are becoming nowadays more prevalent in 
households. 
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Abstract—The performance of grid grounding system is assessed 

by using a commercial software package. The most influential 

input variables are systematically varied and their impact on the 

system is observed and discussed. The corrective measures are 

suggested in order to bring the design parameters of the ground-

ing system within their permissible limits. 
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I.  INTRODUCTION 

The ultimate purposes of substation grounding systems are 
to keep the people safe from dangerous electrical shock inside 
or near the substation and to provide the drainage of fault cur-
rents while maintaining the reliable operation [1]. Successful 
design of a grounding system comes down to bringing a touch 
voltage and step voltage into limits defined by regulation [2]. 
In order to meet regulation requirements, the grounding system 
design may often lead to a complex geometric shapes which 
stretch over a large area. On the contrary, computation of the 
ground potential rise in the closed form is possible only for 
special cases having simple geometry. In realistic complex 
grounding systems, it is necessary to use some numerical 
methods, such as finite element method [3], boundary element 
method [4] or similar, for a precise computation. 

In recent years, the developed mathematical methods are 
incorporated into commercial software packages which 
distinctly facilitated the process of the system design and 
visualization of results. Using a software package, it is possible 
to systematically vary  the input variables and to analyze their 
effect on the grounding system within a reasonable period of 
time. In this paper we use the program CYMGRD provided by 
the CYME International T&D company for the design and 
analysis of a real grounding system for an outdoor high-voltage 
substation [5]. 

II. THEORETICAL BACKGROUND 

The elements of electrical power system are grounded in 
order to maintain their potential at approximately the potential 
of earth. To provide a low-impedance contact, the grounding 
system inevitably contains a set of metal components buried 
underground. During the faults or highly unbalanced power 
system operation the grounding system conducts some current. 

Since the grounding impedance is never as low as zero, this 
current always produces some voltage drop. Therefore, the 
potential rise is occurred on the grounded masses. Due to the 
current flow through the ground, the potential of the soil sur-
face around the grounding system is also increased in compari-
son with the potential of remote earth. A typical chart of the 
soil surface potential above the grounding grid is shown in Fig. 
1. 

 
Figure 1.  Illustrative chart for the soil voltage above the grounding system 

As a result of the potential rise, a plenty of hazardous situa-
tions are possible to occur inside or outside of a substation. 
Basic electrical shock situations are shown in Fig. 2. The fol-
lowing labels are used in the figure: Emm is the metal-to-metal 
touch voltage, Ek is the step voltage, Ed is the touch voltage, 
and Eip is the transferred voltage. 

Dangerous metal-to-metal touch voltage can be avoided 
with appropriate equipment positioning. It is not a part of 
grounding system design. The most common way to avoid 
transferred voltage endangerment is to isolate cable armoring 
and electrical protection from main substation grounding. After 
all, main challenges in grounding system design are to provide 
compliance of maximum touch and step voltages with their 
allowable values. Selected grounding grid design should pro-
vide safety in substation exploitation but also taking into ac-
count a financial aspect of grounding construction and mainte-
nance. 
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Figure 2.  Basic shock situations (modified from [2]) 

Exposure to touch voltage is illustrated at Fig. 3. U stands 
for the phase-to-ground potential, Z is the system impedance, If 
is the fault current, Ig is the grounding current, Ib is the body 
current, Rg is the resistance of grounding and equipment to the 
point H, Rb is the body resistance, Rsl is the surface layer re-
sistance, H is the hand contact point, and F is the foot contact 
point. 
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Figure 3.  Exposure to touch voltage (modified from [2]) 

Equivalent touch voltage circuit, corresponding to Fig. 3 is 
shown in Fig. 4. 
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Figure 4.  Equivalent touch voltage circuit 

The potential of the contact point H corresponds to ground-
ing potential: 
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In Eq. 1, Z and U are system defined and they cannot be af-
fected by grounding design. UH can be controlled by changing 
grounding resistance Rg. The potential of the contact point F 
depends on the surface potential distribution. Distribution of 
potential is a function of grounding system arrangement and 
grounding potential, which is a key task of grounding system 
design. 

Current through the body Ib after contact between points H 
and F will be: 
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In Eq. 2, body resistance Rb cannot be affected by ground-
ing design. Body current Ib can be controlled by the foot con-
tact resistance Rf, the surface layer resistance Rsl and the touch 
potential (potential difference UH-UF). Rf is a subject of safety 
at work and can be increased by using protective shoes. The 
other two variables are subject of grounding system design. 

Exposure to touch voltage is represented in Fig. 5, where 
UF1F2 is the potential between point points F1 and F2, Ib is the 
body current on the leg-to-leg path, R´b is the body resistance 
leg-to-leg, and F1, F2 are the foot contact points. 
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Figure 5.  Exposure to step voltage (modified from [2]) 

Equivalent step voltage circuit, corresponding to Fig. 5 is 
represented in Fig. 6. 
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Figure 6.  Equivalent step voltage circuit 

The body current under potential difference between the 
foot contact points F1 and F2 (step potential) will be: 
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Similar as at touch potential calculation, fixed part of Eq. 3 
is R´b, and Rf is a subject of safety at work. Subject of ground-
ing system design are UF1F2 and Rsl. 

Although the body current is only relevant for electrical 
hazard assessment, touch and step potentials are more favora-
ble for practical use in design, testing and maintenance. Rela-
tions between body current and touch (step) potential are fixed 
for specific grounding system, fault current and body re-
sistance, as it is represented in Eq. 2 and Eq. 3. Maximum al-
lowable body current corresponding to maximum allowable 
touch and step voltage. Therefore, in the reminder of the paper, 
the touch and step potentials will be the outputs of the primary 
importance. 

III. TEST CASE 

A. Substation Description 

A test case in this paper is a real outdoor substation for 
connection of a hydro power plant on a 220kV overhead line. 
Substation is located on a double layer soil (causeway) with 
lower layer resistivity of 100Ωm and upper 8m thick layer with 
approximate resistivity of 800Ωm. Live-to-ground fault current 
intensity of 9.268kA under -83.2º angle is obtained from a sep-
arate study. All calculations are performed for a fault duration 
of 0.1 seconds, which is a typical time of fault detection and 
disconnection without automatic reclosing system.  

Switchgear disposition within the substation is shown in 
Fig. 7. 
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Figure 7.  Disposition of the switchgear 

B. Grounding System 

Substation grounding layout is chosen to ensure connection 
of metal equipment, low grounding resistance, as well as pro-
tection from dangerous step and touch voltage. Minimum size 
of grounding grid is determined by size of area under switch-
gear equipment, maximum size by substation area (inside the 
fence). 

There are two approaches to substation fence grounding. 
First and widely used is separation from primary grounding in 
order to prevent danger voltage transfer outside of protected 
area. Second approach is metal connection of fence grounding 
and primary grounding. Both approaches will be considered in 
simulations presented in this paper.  

Configuration of grounding system designed for substation 
from Fig. 7 is represented in Fig. 8. Grounding grid layout 
from Fig. 8 is with separated grounding fence widely used for 
grounding systems ground in low resistivity soil.  

In most of the cases, especially in high resistivity soil, use 
of grounding system from Fig. 8 will not ensure protection 
from dangerous step and touch potential. In this case it will be 
necessary to provide additional steps to upgrade the perfor-
mance of the grounding system. 

 
Figure 8.  The configuration of the grounding system 

The key variables affecting the performance of outdoor 
substation grounding systems limited to area in a surrounding 
fence are: 

 use of high resistivity soil as surface layer, 

 dimension of area used for grounding grid, 

 use of grounding rods, 

 use of low resistivity soil as laying bed for ground-
ing grid system. 

Influence of above listed variables to grounding system will 
be reviewed in this paper and represented in figures and table 
below. 

IV. SIMULATION RESULTS AND DISCUSSION 

A. Software 

Considering the complexity of electromagnetic processes 
around grounding electrodes, as well as extensive dimension of 
substation grid, computer assistance is important factor in 
modern outdoor substation grounding system design. Simula-
tions presented in this paper were performed using dedicated 
software CYMGrd, provided by CYME International T&D 
Company.  

292



B. Simulation Results 

1) Reference Case 

Simulations of the grounding system in this paper are pro-
vided for low resistivity ground with resistivity of 100Ωm, as 
well as for double layer soil with high resistivity upper layer, as 
described for subject substation in section III A. The basic re-
sults are shown in Table I (for low resistivity) and Table II (for 
high resistivity). 

TABLE I.  GROUNDING SYSTEM GROUNDED IN LOW RESISTIVITY SOIL 

Maximum 

step potential 

(V) 

Maximum 

permissible step 

potential (V) 

Maximum 

touch potential 

(V) 

Maximum 

permissible 

touch potential 

(V) 

142,51 2879,57 2646 1092,25 

TABLE II.  GROUNDING SYSTEM GROUNDED IN HIGH RESISTIVITY SOIL 

Maximum 

step potential 

(V) 

Maximum 

permissible step 

potential (V) 

Maximum 

touch potential 

(V) 

Maximum 

permissible 

touch potential 

(V) 

774,64 2879,57 9567 1092,25 

 
The simulation results for step and touch potential repre-

sented in Table 1 and Table 2 exceed their maximum permissi-
ble values. It is thus necessary to take further action to get them 
reduced bellow the maximum permissible thresholds. 

2) Grounding System with High Resistivity Surface Layer 

Adding a thin surface layer of a high resistivity material 
such as gravel may be a useful corrective measure for bringing 
the step and touch potentials within the permissible limits. The 
impact of a surface layer thickness is simulated in CYMGRD 
software and the results are summarized in Fig. 9 and Fig. 10. 

 

Figure 9.  Grounding in low resistivity soil with surface layer 

It can be noticed that using of the surface high resistivity 
layer will affect the touch and step maximum permissible po-
tential, but not the maximum step and touch potential. By using 
the obtained results, it is possible to assess the effectiveness of 

this corrective method. For the system grounded in low resis-
tivity soil (Fig. 9), a surface layer of 3 cm is sufficient to set the 
maximum step and touch potentials within their permissible 
limits. Nevertheless, a minimum thickness of 10 cm is used in 
practice, in order to ensure compact layer with proper granula-
tion of material. For grounding system in high resistivity dou-
ble layer soil (Fig. 10), using of the surface layer will not en-
sure meeting of maximum permissible touch potential and ad-
ditional steps should be performed. As the simulations show, 
the influence of surface layer is limited for layer thickness 
greater than 10 cm at low resistivity and 15 cm at high resis-
tivity soil. 

 

Figure 10.  Grounding in high resistivity double layer soil with surface layer 

3) Use of Grounding Rods 

Fig. 11 and Fig. 12 represent simulation results of primary 
grounding system from Fig. 8, with additional grounding rods. 
Grounding system is grounded in low resistivity soil and dou-
ble layer soil with high resistivity upper layer, same as the ref-
erence case. Figures are drawn for variable length of the 
grounding rods.  

 

Figure 11.  Grounding in low resistivity soil with grounding rods 
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Figure 12.  Grounding in high resistivity double layer soil with grounding rods 

The simulation results show a greater efficiency of ground-
ing rods in case of grounding system grounded in high resis-
tivity soil. For grounding system in low resistivity soil, the 
influence of grounding rods on touch and step potential be-
comes less dominant as the length of the rods increases. Re-
gardless of its positive effects, the use of grounding rods will 
never decrease the maximum touch potential below the permis-
sible value, for any type of soil and any grounding rod length. 

4) Use of Low Resistivity Soil as Encasement for 

Grounding Rods 

Fig. 13 and Fig. 14 illustrate how the grounding rods en-
cased in low resistivity soil layer affect the characteristics of 
the grounding system. Primary grounding system is grounded 
in low resistivity soil or double layer soil with high resistivity 
upper layer, without low resistivity laying bed. Grounding rods 
used in calculation are 4 m long, with a diameter of 63 mm, 
embedded in primary grounding grid junction points. Figures 
are drawn for fixed length of grounding rod and variable thick-
ness of encasement layer. 

 

Figure 13.  Grounding in low resistivity soil with encased grounding rods 

 

Figure 14.  Grounding in high resistivity double layer soil with encased 

grounding rods 

The simulation results show a greater efficiency of ground-
ing rods encasement in case of grounding rods grounded in 
high resistivity soil. Positive influence to step and touch poten-
tial will drop down after encasement material thickness greater 
than 5 to 10 cm. Influence to step potential will even be negli-
gible because of increasing fault current density at the zone of 
grounding rods. Increasing of current density will increase gra-
dient of potential at the soil surface, and consequently step po-
tential in the proximity of grounding rod. 

5) Widening of Area Used for Grounding Grid 

All previous simulations of grounding system grounded in 
double layer soil with high resistivity upper layer shown signif-
icantly greater touch potential from its permissible limits. In 
order to improve performance of grounding system in high 
resistivity soil, it is necessary to simultaneously use two or 
more elaborated additional measures. 

The final part of simulation includes a selection of three 
variant solutions for grounding system grounded in double 
layer soil with high resistivity upper layer. Each solution in-
volves widening of primary substation grounding grid to total 
available area, with connection of fence grounding to substa-
tion primary grounding system. The characteristics of selected 
grounding system variant solutions are represented in Table III. 
Variant solution 1 from Table III includes a wider grounding 
system with surface high resistivity layer, without grounding 
rods. Variant solutions 2 and 3 are based on variant 1, modified 
with grounding rods length of 2 m and 3 m, respectively. 

Although all variant solutions presented in Table III fulfill 
criteria for maximum permissible touch and step potential, they 
are different from techno-economical aspect. Variant solution 1 
is most economically preferred, but solution 2 is less sensitive 
to drainage conditions, which make it technically preferred. 
Variant 3 is a variation of variant 2, a bit expensive, but with a 
greater safety margin in maximum touch potential.  Consider-
ing benefits of all variant solutions, solution 3 is found as the 
most favorable for high-resistivity dry soils. 
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TABLE III.  VARIANT SOLUTIONS OF GROUNDING SYSTEM GROUNDED IN 

HIGH RESISTIVITY SOIL 

Description 
Variant 

solution 1 

Variant 

solution 2 

Variant 

solution 3 

Grounding resistance (Ω) 1,45 1,42 1,39 

Primary grounding conduc-

tor length (m) 
2222 2222 2222 

Grounding rod length (m) 0 2 3 

Total length of grounding 

rods (m) 
0 196 294 

Rod encasement material 

thickness (cm) 
0 0 0 

Surface layer thickness (cm) 15 12 12 

Maximum step potential (V) 575 559 611 

Maximum permissible step 

potential (V) 
23960 22810 22811 

Maximum touch potential (V) 6223 6011 4831 

Maximum permissible touch 

potential (V) 
6363 6075 6075 

V. CONCLUSIONS 

In this paper the application of CYMGRD software to the 
performance assessment of grid grounding systems is demon-
strated. The design process is illustrated on a real outdoor high-

voltage substation. The first step was the identification of the 
most influential input variables. The inputs are then systemati-
cally varied and their impact to the performances of the 
grounding system are computed and discussed. Some useful 
corrective measures are suggested. 
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Abstract—The electricity customers may use photovoltaic systems 

supported by batteries in order to fulfill a fraction of their energy 

requirements and to decrease the peak demand. The achievable 

savings primarily depend on a system control strategy. In this 

paper, one algorithm based on a threshold control is described 

and tested. The sensitivity on the most important input variables 
is analyzed by extensive set of numerical simulations. 

Keywords - battery energy storage system, distribution network, 

peak shaving, photovoltaic system 

I.  INTRODUCTION  

In recent years, the photovoltaic (PV) systems remain the 
most rapidly growing energy technology worldwide. The in-
stalled PV capacity surpassed 100 GW in 2012 [1]. Nearly 38 
GW was added in 2013, while new 40 GW are expected to be 
installed until the end of 2014 [2]. Electricity customers are 
encouraged to invest in such systems and to use them in a 
combination with grid supply in order to minimize their energy 
bills. The PV systems are often equipped with the battery ener-
gy storage systems (BESS) to increase the control flexibility 
through storing surpluses and compensating deficits of solar 
energy. 

Different control strategies for minimization of the custom-
er electricity bill have been proposed in the literature [3,4]. 
However, the studies were mainly focused on the minimization 
of the customer volumetric energy costs. On the other hand, the 
tariffs for industrial and commercial customers often include 
the monthly peak demand component as well. In this paper, we 
propose a control strategy for the PV systems that balance be-
tween the peak shaving and reducing the cost of energy. 

The first steps in this study are based on simplified deter-
ministic models. The control strategy is tested and the maxi-
mum achievable savings are calculated. As the realistic inputs 
such as the solar radiation and the customer load have the sto-
chastic nature, their values may deviate from the expected val-
ues. In the latter part of the study, the inputs of importance are 
altered in order to quantify their influence on the final results. 

II. DESCRIPTION AND MODELING OF THE SYSTEM 

The system under consideration is depicted in Fig. 1. The 
customer load is supplied either by the utility grid or by the 
photovoltaic system. If the power available from the PV system 
exceeds the load requirements, the surplus may be transferred 

either to the grid or be stored in the battery for the later use. 
Possibility of charging the battery from the grid is not covered 
in this paper. In the reminder of the section, the individual 
models of the system components are described. 

A. Photovoltaic System and Inverter 

The photovoltaic system is one of the three sources for sup-
plying the customer load. PV system and inverter are integrated 
into a joint model. Our model rely on the National Renewable 
Energy Laboratory modeling methodology documented in [5], 
which is implemented in a web calculator PVWatts. PVWatts 
combines a number of sub-models to predict overall system 
performance and includes several built-in parameters. The in-
puts for this model are irradiation, DC rating of the PV system, 
tilt, azimuth, efficiency of the modules and efficiency of the 
inverter. By entering data for the DC rating of the PV system 
and location of the system, tilt and azimuth in PVWatts calcu-
lator the generation of the PV system is computed. The results 
of the calculation should be interpreted as being a representa-
tive estimate for a similar actual system operating in a year 
with typical weather. The errors may be as high as 10 percent 
of annual energy for weather data representing long-time typi-
cal conditions. 

B. Battery and Converter  

The battery energy storage system capacity is expressed by 
the nominal capacity and number of autonomy hours. We use 
BESS for storing energy when PV system produces more ener-
gy than demanded by the load. We also use BEES for load 
supply when the PV system produces less energy than load 
demand. 

 
 

 

 

 

 

 

 

 

 

 

Figure 1.  The grid-connected PV system 
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BEES is modeled by two equations for three working 
states.  If the power of the battery PB is less than zero, the bat-
tery is in charge process. This process we can describe with 
(1): 

      W 1 1 .
24

B B ch B

t
W h h P h t




 
      

 
  (1) 

In (1) the first summand models the self-discharge while 
the second describes the battery charging from the PV system. 
The charging process ends when the BESS reaches the maxi-
mum capacity. In the second case when the power of the bat-
tery is higher than zero, the battery is in discharging process. 
The discharging process ends when the BESS is on minimum 
stored energy. This state we can also describe with (1).  Final-
ly, the second equation models the battery at no operation. 
Equation (2) takes into account only self-discharge process in 
the battery: 

    W 1 1 .
24

B B

t
W h h

 
   

 
  (2) 

C. Load 

The load is considered known for the month under consid-
eration. It is modeled by an array of the hourly values PL. An 
example of the monthly load profile of an industrial customer 
from Banja Luka is shown in Fig. 2. 

D. Grid 

In this paper, we consider the grid as uninterrupted source 
of infinite power. The grid is used for supplying the base load. 
The grid is also used when the battery is empty and the PV 
system is not capable of producing enough energy. Electricity 
tariffs for industrial and commercial customers in many utili-
ties worldwide include both the volumetric and peak demand 
component. Therefore, one of our primary targets is to reduce 
the grid peak demand and to decrease its negative effect on the 
customer energy bill. Tariff information used in this study cor-
responds to actual situation in the Republic of Srpska [7,8]. 
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Figure 2.  The monthly load profile 

E. Control Strategy 

 We use an automatic controller to adjust the load flow in 
the customer AC bus for the minimization of the overall energy 
cost. If the net metering is used for calculating energy ex-
change between the customer and distribution network, the 
following cost function is employed: 

 
Lon Gon on Loff Goff off G max pdC (W W ) C (W W ) C P C .        (3) 

 The photovoltaic sources, as the source of renewable ener-
gy, may be incentivized by a feed-in tariff for the energy sup-
plied to a distribution network. In such a case, the customer 
cost function is written in the following manner: 

 
Gthr Lon on Loff off G max pd G fC( P ) W C W C P C W C .          (4) 

   Both for cases (3) and (4) the goal for controller is to min-
imize the cost function C. The input data for the controller are 
the production of PV system, load, stored energy in BESS and 
threshold power. The output data are charge or discharge rate 
of the BESS and power supplied by the grid. The proposed 
control algorithm is shown in Fig. 3. The controller first com-

Nomenclature 

Abbreviations 

BESS Battery energy storage system 
PV Photovoltaic 

Indices 

h Hour 

Parameters 

ηch BESS charging efficiency (%) 
ηdch BESS discharging efficiency (%) 
ηinv DC/AC electric conversion efficiency (%) 
δ BESS hourly self-discharge rate (%) 
Δt        Sampling interval [h] 
Wref     The nominal capacity of BESS  [kWh] 
WBmin    Minimum stored energy in the BESS [kWh] 
WBmax  Maximum stored energy in the BESS [kWh] 
PBmax    Maximum charge/discharge rate of the BESS [kW] 
PGthr     Threshold  for the power supplied by the grid [kW] 
Ppvdc      DC rated power [kW] 

 

Coff Electricity prices (Off-peak) [BAM/kWh] 
Con Electricity prices (On-peak) [BAM/kWh] 
Cf Feed-in tariff [BAM/kWh] 
Cpd Peak demand price [BAM/kW] 
Ton Time of occurrence of the on-peak daily tariff  [h] 
Toff Time of the end of the on-peak daily tariff  [h] 

Variables 

PGmax   The monthly grid peak demand [kW] 
PB Charge/discharge rate of the BESS [kW] 
EB Stored energy in the BESS [kWh] 
PL        The electrical load of the customer [kW] 
Ppv       The electricity generated by the PV system (AC) [kW] 
PG Power supplied by the grid [kW] 
PN  Net power of the grid [kW] 
WGoff Energy  delivered in the grid (Off-peak) [kWh] 
WGon Energy delivered in the grid (On-peak) [kWh] 
WG Total energy delivered in the grid (WGon+WGoff) [kWh] 
WLoff Energy supplied by the grid (Off-peak) [kWh] 
WLon Energy supplied by the grid (On-peak) [kWh] 
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pares the load and generation of the PV system. If the differ-
ence is negative and less than negative value of the maximum 
charge rate of BESS and there is enough empty capacity in 
BESS, the BEES is charged. In the second case, if there is not 
enough capacity in BEES, the BESS is charged up to its maxi-
mum capacity and the rest is delivered to the distribution net-
work. In the third case, if the difference is negative and higher 
than negative value of the maximum charge rate of the BESS, 
the BESS is charged and distribution network is supplied. The 
rate of charging of the BESS and grid supply depend on the 
state of the BESS charge. If the difference between the load 
and generated energy in the PV system is positive and less than 
the user defined power threshold PGthr, the load is supplied 
from the grid. However, if difference is positive and higher 
than the limit of power supplied by the grid and there is enough 
energy in the BESS, the load is supplied by distribution net-
work with power limit and the BESS is discharged. But if there 
isn’t enough energy inside BESS, the load is supplied from the 
distribution network and additionally the power threshold must 
be appropriately increased. 

Obviously, very important issue in this control strategy is to 
choose the appropriate threshold for the power drawn from the 
grid. In a deterministic case with all the inputs being certainly 
known, the optimal threshold may be found by a simulation 
based search process. The customer cost would then be mini-
mized. On the other hand, if the inputs deviate from their ex-
pected values the cost effectiveness of the algorithm will be 
more or less reduced below the theoretical maximum. 

III. SENSITIVITY ANALYSIS 

In this section we examine how some important input vari-
ables influence the overall cost effectiveness of the control 
algorithm. We analyze the selection of the grid power thresh-
old, the sequence of the sunny and overcast days as well as the 
changes in the customer load. 

A. Test Case Description 

Test customer is a medium industrial customer from Banja 
Luka. As an example, we observe the month of July. The load 
profile is given in Fig. 2. The production of the PV system, as 
calculated in PVWatts, is shown in Fig. 4. The other system 
parameters used in all the simulations are listed in Table I. 

TABLE I.  SYSTEM INFORMATION 

Parameters Value Unit Reference 

Ppv 200 kW  

PBmax  100 kW  

Wref,  WBmax 750 kWh  

WBmin 75 kWh  

δ 0.140 % per day [3] 

ηch 89 % [6] 

ηdch 89 % [6] 

ηinv 96 % [6] 

Coff 0.054 BAM/kWh [7] (tariff group I) 

Con 0.108 BAM/kWh [7] (tariff group I) 

Cpd 15.867 BAM/kWh [7] (tariff group I) 

Cf 0.3178 BAM/kWh [8]  

Ton 7 h [7] (tariff group I) 

Toff 23 h [7] (tariff group I) 

B. Selection of the Grid Power Threshold 

By changing the grid power threshold PGthr, the customer 
electricity bill is affected to a certain extent. Simulation results 
are shown in Fig. 5. The cost of energy are calculated by using 
expression (4). It can be noticed that the optimal threshold is 
82 kW and the minimal energy bill for July is 2338 BAM.  If 
the threshold is larger than 82 kW, the cost of energy increases, 
as we allow a greater peak demand drawn from the grid. For 
PGthr > max(PLeq) the energy costs don't any further depend on 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 3.  The control algorithm flow chart 
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the chosen threshold. In the second case, if the threshold is less 
than 82 kW, the cost of energy changes in dependent when the 
threshold is exceeded.  
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Figure 4.  Production of the PV system 
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Figure 5.  Cost of energy in function of power threshold 

C. Sequence of Sunny and Overcast Days 

The next experiment is a change of the sequence of sunny 
and overcast days, while the total energy produced by the PV 
system is kept constant. The impact on the grid power thresh-
old and the cost of energy is analyzed in several cases. In the 
first case, the sunny and overcast days are uniformly distribut-
ed. In other cases we have several overcast days in a block. 
Table II presents a number of overcast days in each case, the 
optimal threshold power and the cost for this power. Fig. 6 
presents the energy cost as the function of the chosen threshold 
for different cases. Fig. 7 presents threshold deviation from the 
one we have for the reference case.   

TABLE II.  NUMBER OF OVERCAST DAYS 

Event 

Number of 

overcast days 

in block 

Optimal 

threshold 

[kW] 

Cost for opti-

mal threshold             

[BAM] 

Case A1 1 71 2497 

Case B1  3 77 2450 

Case C1 4 80 2393 

Reference case (R) 5 82 2338 

Case D1 6 89 2447 

Case E1 8 95 2519 

Case F1 9 99 2539 
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Figure 6.  Cost of energy as a function of power threshold for several cases 
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Figure 7.  Deviation  threshold from the reference case  

Moving away from the reference state we have a higher de-
viation. If we mistakenly set the controller for the reference 
state but the production of the PV system belongs to one of the 
other cases, we will obtain deviation in costs. These deviations 
are presented in Fig. 8. It can be noticed that a block of over-
cast days wider than in the reference case leads to errors in the 
cost of more than 20 %, due to an increase in the power thresh-
old. On the opposite, the number of overcast days less than it is 
in the reference case leads to an error less than 2%, because the 
customer can deliver surplus of their energy in the distribution 
network. 
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D. Changes in the Customer Load 

Finally, the impact of load change on the cost of energy is 
analyzed. The load is linearly scaled by multiplying the load 
profile by a constant k. Table III presents the values of coeffi-
cient k, optimal threshold power and the cost related to the op-
timal threshold. 

TABLE III.  LOAD SCALING 

Event k 

Optimal 

threshold 

[kW] 

Cost for optimal 

threshold             

[BAM] 

Case A2 0.85 60 1216 

Case B2  0.90 68 1601 

Case C2 0.95 75 1978 

Reference case (R) 1.00 82 2338 

Case D2 1.05 90 2689 

Case E2 1.10 97 3032 

Case F2 1.15 104 3372 

 

Fig. 9 presents the cost of energy as the function of the co-
efficient k. In this figure we can notice that the optimal thresh-
old is growing when the coefficient k tends towards 1.15.  

If the controller is set for the reference case and the load be-
longs to one of cases defined here, we have deviations in the 
cost. These deviations are presented in Fig. 10. In this figure 
we can see that the coefficient k less than one causes the error 
less than 10%. However, for the coefficient k higher than one 
error is higher than 20%, because it leads to an increase in the 
grid power threshold.   
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Figure 9.  Cost of energy as the function of grid power threshold for 
considered simulation cases 
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Figure 10.    Deviation of energy cost from the minimum value 

IV. CONCLUSIONS 

The customer cost of energy is significantly sensitive on the 
change of the load and the number of consecutive overcast 
days. Our simulations show that the underestimation of number 
of overcast days makes the proposed control strategy less cost 
effective. Similarly, the control strategy performance is getting 
worse if the customer load is underestimated. Generally spo-
ken, a deterministic approach is applicable to the systems 
where the input variables can be predicted with a solid certain-
ty. Otherwise, if the inputs exhibit remarkable unpredictable 
deviations, more complex stochastic methods should be em-
ployed. 
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Ultracapacitors as auxiliary energy source in electric 

vehicles 
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Abstract— Recent and promising anticipated development in 

energy storage technologies demands adequate energy flow 

control strategies that will actuate opportunities spawned by this 

development. In this paper, energy management strategy that 

relies on fuzzy logic theory is proposed, i.e. controllers that 

govern functioning of the converters are designed using human 

reasoning and interrelated fuzzy logic rather than conventional 

PID controllers. It will be shown how the proposed energy 

management allows ultracapacitors to be used as an energy 

source that not only eliminates shortcomings of other sources but 

can also be used as a tool for optimization of system functioning 

as a whole.   

Keywords- energy storage; energy management; ultracapacitors 

I.  INTRODUCTION 

It is evident that many factors influence the pace of 
development of electric vehicles (EV) and hybrid electric 
vehicles (HEV) industry but the fact that, for the first time, 
electric cars are the best-selling new cars, in Norway for 
instance, shows that this industry is on the rise and that 
appropriate combination of ecological awareness and financial 
subventions will cause the market to eventually shift towards 
these forms of transportation rather than transportation 
powered by fossil fuels. With an increased demand for vehicles 
that are partially (HEV) or completely (EV) powered by 
electrical energy, fuel cells, ultracapacitors (UCs) and battery-
based electrical sources will find ever increasing utilization. It 
is important to point out that problems and opportunities of 
energy storage systems and energy management in EV are very 
similar to the problems of energy storage found in high power 
systems such as wind and solar farms. That makes this topic 
even more important for researchers[1]. 

In order to use these technologies, control strategies are 
being developed. All of them take into account the dynamics of 
chemical processes that occurs in them during energy exchange 
with, in case of (H)EV, the motor drive. Generally, traction 
depends on the energy supplied by chemical sources of energy-
batteries, UCs, fuel cells and mechanical sources of energy-
flywheels, but how that energy is exchanged is of crucial 
importance for the robustness, longevity and performance of 
the system. In most EV applications, the battery is used as the 
primary source of energy, while UCs are used to complement 
the battery's energy delivery characteristics. In HEV 
applications, fuel cell is used as the primary source of energy, 
while batteries and/or UCs are used as secondary energy 
sources[2][3].  

Depending on the technology used in the production of 
different batteries, UCs and fuel cells, their characteristics 

differ, but underlying similarities and general attributes can be 
observed as well. For the sake of clarity of this paper’s goals, 
general properties of the aforementioned energy sources are 
presented below.  

Contrary to other papers that tackle the problems of energy 
flow in (H)EV, in which each energy source is evaluated as a 
distinctive source with separate functions[2][3], and little or no 
direct association with other sources in the system, in this paper 
UCs are seen exclusively as the slave energy source to the 
other energy sources that are seen as the master energy sources. 
It can be argued that the differences in these two standpoints 
are subtle, but they do result in a different control strategy.  

The control strategy presented is constraited to the case of 
EV with batteries as the master energy source and 
ultracapacitors as the slave energy source. The objective is to 
examine how the system would behave if UCs are used as the 
source that observes the behavior of the master source and 
reacts on demand or when necessary. The results obtained from 
the simulations and presented in this paper and some further 
experimentation could show us that this approach facilitates the 
optimization of master energy sources and allows UCs to 
successfully complement master energy delivery 
characteristics. 

The paper is divided into six chapters. After the 
introduction, a short overview of electrical energy sources is 
presented, but only to the extent that it is easier to understand 
why and how energy management is designed. The details that 
concern traction are omitted because they are of little 
importance to this work. Chapter III tackles the choice of 
converters and explains how batteries and UCs are modeled. In 
chapter IV, energy management and control structure are 
analyzed. Chapter V deals with simulation results, while 
chapter VI contains conclusions and future work 
considerations. 

II. ENERGY SOURCES IN ELECTRIC VEHICLES 

This chapter should provide a good starting point for the 
understanding of the ideas presented in the paper. A reader that 
is not familiar with these technologies would otherwise find it 
hard to follow and understand. Fuel cells are presented for 
educational purposes only, but the system that uses fuel cells 
instead of batteries could be easily derived from the system 
used here and thus they are not completely omitted from the 
paper. 
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A. Fuel cells 

The fuel cell is a galvanic cell in which the chemical 

energy of fuel, hydrogen or some hydrocarbon like natural gas 

or methanol, is converted into electrical energy by means of 

electrochemical processes with air/oxygen. Fuel cell are 

usually coupled with a tank that stores fuel under high 

pressure. Essentially, fuel cells act as generators of the 

constant electromotive force and, as long as a constant flow of 

fuel and air is supplied, fuels cells should produce energy in 

consistent manner.  

Unlike batteries, the construction of a fuel cell makes it 

suitable only for electric propulsion, i.e. fuel cells cannot be 

used to receive electric energy during regenerative braking. 

Fuel cell powered vehicles have the advantages of a longer 

driving range without a long battery charging time. In contrast 

to internal combustion engine powered vehicles, it has the 

advantage of high energy efficiency and much lower 

emissions. Currently, a major drawback of fuel cells is that 

they tend to be very expensive, as they are only starting to be 

commercially available. Next, the problem with fuel storage is 

that engineers are still trying to tackle it in economically and 

practically acceptable way. Also, proper infrastructure for this 

type of vehicles is nonexistent, which additionally impedes 

their usage[4][5]. 

B. Batteries 

Batteries are electrochemical devices that convert chemical 

energy into electrical while discharging, and convert electrical 

energy into chemical while charging.  

There are a number of parameters used to characterize the 

battery, namely specific energy, specific power, safety, 

performance, life span, and cost. All of these parameters are 

properties taken into account when designing the battery 

energy storage unit for an EV or an HEV. In general, batteries 

have good energy density, which means that they can be used 

for energy delivery during relatively long periods of time 

during which the power demand is slowly changing. On the 

other hand, batteries mostly have poor power density, which 

means that they are not fit to be used during short power 

peaks. 

Several types of batteries can be found in the market today, 

mainly lead-acid, nickel based batteries (NiFe, NiCd, NiMH), 

and lithium based batteries (lithium polymer Li-P, Li-Ion). For 

high power applications, two main battery technologies of 

interest are NiMH and Li-Ion. 

An important aspect of handling battery technology is 

battery lifetime and ageing process. There are a number of 

different factors that influence its lifetime: 

 high temperature. High temperature has a negative 

influence on the battery's state of health. 

 battery's lifetime is closely related to the number of 

charge/discharge cycles the battery has been subjected 

to. Also, battery life is shortened by frequent surges of 

energy. 

 Battery should not be completely discharged nor 

overcharged. The rule of thumb is that battery should 

always work in the state-of-charge between 20 and 

80% of its full capacity, although a single overcharge 

or over-discharge would not harm the battery too 

much. 

Generally, battery life span is thus extended by slow, 

controlled flow of energy without fluctuations and within 

over-discharge/overcharge boundaries[4]. 

C. Ultracapacitors 

Compared to batteries, UCs have a good power density, 

but poor energy density. This makes them unsuitable to use 

alone as an energy storage unit. However, their characteristics 

make them an appropriate auxiliary power source. 

Particularly, when used as energy storage units along with 

batteries, UCs can be used to smooth out power to the 

batteries and to relieve batteries from stress. Additionally, 

UCs are long lasting, and can go through a very large number 

of charge/discharge cycles (over one million). UCs are thus 

more resilient to fluctuations of energy often seen in cars 

(acceleration and deceleration)[6][7]. 

III. BATTERY AND UC MODELING AND CHOICE OF 

CONVERTERS 

A. Battery model 

A battery is modeled as a controlled voltage source in series 

with an internal resistance (Figure 1.). The controlled voltage 

source is calculated as follows: 

 𝐸 = 𝐸0 − 𝐾
𝑄

𝑄−𝑖𝑡
+ 𝐴𝑒−𝐵∙𝑖𝑡 (1) 

 

 
Figure 1. Simulink implementation of battery model. 

This equation allows modeling of battery voltage as a 

function of state of discharge it. Quantities used in equation 

(1) are: 

 𝑖𝑡 = ∫ 𝑖𝑏𝑎𝑡𝑑𝑡
𝑡

0
        battery state of discharge [Ah] 

 𝐴 = 𝐸𝑓𝑢𝑙𝑙 − 𝐸𝑒𝑥𝑝   voltage drop during exponential 

zone [V] 

 𝐾 =
(𝐸𝑓𝑢𝑙𝑙−𝐸𝑛𝑜𝑚+𝐴(𝑒−𝐵∙𝑄𝑛𝑜𝑚−1))∙(𝑄−𝑄𝑛𝑜𝑚)

𝑄𝑛𝑜𝑚
    

polarization voltage [V] 

 𝐵 =
3

𝑄𝑒𝑥𝑝
    charge at the end of exponential zone 

[(Ah)-1] 

 𝐸0 = 𝐸𝑓𝑢𝑙𝑙 + 𝐾 + 𝑅𝑖 − 𝐴 battery constant voltage [V] 

Internal resistance R is calculated using : 

 𝑅 = 𝑉𝑛
1−𝜂
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where 𝜂 is battery efficiency, Q  is maximum battery capacity 

and Qn is rated capacity. To extract battery model parameters, 

three points on the battery discharge curve are used (Figure 

2.): 

 fully charged voltage 

 end of exponential zone (voltage and charge) 

 end of nominal zone (voltage and charge) 

 
Figure 2. Typical battery discharge curve. 

This way of battery modeling gives the same charge and 

discharge curves. The model used in this paper gives very 

good results when compared to actual batteries and its ease of 

implementation makes it suitable for usage. Interested reader 

can find more detailed explanation of this model in [8]. Figure 

3. shows the response obtained by simulation. 

 
Figure 3. Battery voltage for 0.3 amps discharge current. 

B. UC model 

Over the last two decades many models of ultracapacitors 

have been developed. The differences between them are the 

result of different modeling objectives. Many factors influence 

the working state of the UC and its lifetime, so different 

models are trying to capture different characteristics of the UC 

in order to model its behavior in different circumstances and 

then draw conclusions about how the UC should be used. This 

paper uses the model proposed by Zubieta and Bonert[7]. It 

represents a model that can be easily implemented in some 

software packages, like Matlab, but still captures basic and 

most important physical properties of the UC.  

Figure 4. shows the implemented Simulink model. This 

model consists of four parallel branches. The first three 

branches consist of a capacitor and a resistor, where the first 

branch has an additional voltage dependent capacitor. 

Each branch depicts a different phase of the 

charging/discharging process – the first has the time constant 

in order of seconds (thus named immediate branch), the 

second has the time constant in order of minutes (delayed 

branch) and the third has the time constant longer than ten 

minutes (long term branch). The forth branch consists of the 

big resistor that should model self-discharge process. 

 
Figure 4. Model of UC. 

Figure 5. shows the typical charging curve of the UC 

obtained by simulation. 

 
Figure 5. Characteristic UC terminal voltage. 

C. Choice of converters 

Some papers propose topology that assumes that the battery 

is connected directly to dc-link, but here both the battery and 

UC are connected to dc-link via converters, as Figure 6. 

suggests. The reason for this is better controllability of the 

battery charging/discharging process. Here the boost converter 

is used to step up the operating voltage of battery array which 

is around 200 volts (in Figure 3. only one battery was 

discharged) to 560 volts, which is standard dc-link voltage for 

three phase inverters and drives that use 400 volts line voltage. 

It is thus assumed that the battery is not being used for 

recuperation.  

UCs array is connected to dc-link over the half-bridge 

converter. This converter is used because it is assumed that 

both directions of energy flow are permitted, so that UCs can 

absorb the excess of energy from dc-link and inject energy in 

case of shortages. 

Synchronous drive is used for traction, powered by the 

three phase inverter that is controlled by standard vector 

control and space vector modulation. Further details about 

traction, inverter and control are omitted because they are not, 

as already explained, of great significance to this topic.  
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Figure 6. Simulink model of EV.

IV. ENERGY MANAGEMENT  

From Figure 6. one can see how Simulink model is 

organized. Battery and UC banks are on the right, converters 

and control structures in the middle and traction on the left. It 

can be observed that there is a current source used in dc-link. 

This is so because in this simulation a ‘bridge’ between 

control of power drive, drive itself, inverter on the one side 

and the rest of simulation on the other is needed since the 

former is implemented using Simulink toolbox, while the 

latter (converters and energy sources) is simulated using 

SimPowerSystem toolbox. Voltmeter measures dc-link 

voltage and sends this information to the control of the 

inverter. On the other hand, the current that should be 

injected/taken from dc-link is calculated using the next 

expression: 

 𝐼𝑑𝑐 = ∑ 𝑆𝑥
𝑞
𝑥=1 ∗ 𝑖𝑥 (3) 

where q is the number of phases, 𝑆𝑥 is the switching function 

for top transistor of x-th leg of inverter (where 𝑆𝑥 ∈ {0,1}) and 

𝑖𝑥 is the  current flowing through x-th phase.  

In this paper, UCs are seen as the slave energy source, in 

the sense that they are slave to the master energy source, 

which is batteries. Their purpose is to ensure the best possible 

working state for the batteries which, as explained above, is 

the state of perpetual but constant flow of energy with as little 

fluctuations as possible. Thus UCs should ‘react’ every time 

the fluctuation in energy flow occurs. These fluctuations occur 

mostly during acceleration and deceleration. In other words, 

UC should flatten energy demand curve, and by doing so not 

only improve the performance of the system, but also the 

expected lifespan of the batteries.  

One way of controlling energy flow in the aforementioned 

manner is by observing battery current and judging on the 

change in the battery current control half-bridge converter in 

such a way that injected/absorbed energy from the UC tends to 

lower this change.  It can be seen that one of the outputs from 

the battery block in Figure 6. is the measured battery current, 

which is then fed to the half-bridge control block. The content 

of this block is shown in Figure 7. 

 
Figure 7. Control for half-bridge converter. 

In case of this somewhat unusual control strategy, where 

the control of one source is dependent on the dynamics in 

another source, a good approach for designing control strategy 

is to use human reasoning. For instance, it is clear that when 

the motor is accelerating it will need a bigger current than 

when the drive is spinning at a constant speed. Thus, there will 

be a rise in the current drawn from dc-link, and this sudden 

rise reflects on the rise in the battery current. To prevent this 

from happening, UCs should inject energy in dc-link as soon 

as the change is detected. To do so, duty cycle of half-bridge 

should change. If the motor is accelerating aggressively, duty 

cycle should be dramatically lowered or enlarged depending 

on the regime. It is quite hard to quantify this change and 

some conventional control strategies would not be as practical 

as the control based on fuzzy logic.  

Fuzzy logic controllers can already be found in numerous 

applications[9][10][11][12]. Their robustness, simplicity and 

ability to easily tackle nonlinear and very complex control 

problems make them very popular among researchers. Here 

they are used both for the control of the boost converter and 

control of the half-bridge converter, but only the fuzzy 

controller for half-bridge is explained in some detail.  

The range of the change of the battery current without the 

usage of UCs was experimentally determined to be between 

0.06 amperes and -0.06 amperes and thus this range is used in 

fuzzification block for the input variable, as it was reasonable 
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to expect that the range of change should stay within these 

boundaries with UCs used. It should be noted that difference 

between current and previous value of battery current can be 

subjected to high influence of measurement noise but this 

problem wasn’t addressed here, partially because it didn’t 

cause any problems during simulation. The range of output 

variable, duty cycle, was set to be from zero to one. Figure 8. 

shows the equidistant distribution of membership functions for 

input and output variables. 

 
a) 

 
b) 

Figure 8. Membership functions: a) change in battery current, b) duty cycle.  

The distribution of input variable was fixed at the beginning 

of the tuning process, while the distribution of membership 

functions for duty cycle is the result of the tuning process. 

Number of membership function was chosen intuitively. Rule 

base that consist of IF-THEN rules was generated by 

reasoning how duty cycle should change with the change in 

the battery current. For example, if the change in the battery 

current is negative big (NB), duty cycle for half-bridge 

converter should be huge (H), because this duty cycle would 

stop this change in current sufficiently quickly. The following 

set of rules was obtained: 

 1. If (dIbatt is NB) then (a is H) (1)  

 2. If (dIbatt is NM) then (a is B) (1)  

 3. If (dIbatt is N) then (a is M2) (1)  

 4. If (dIbatt is Z) then (a is M1) (1)  

 5. If (dIbatt is P) then (a is S) (1)  

 6. If (dIbatt is PM) then (a is S) (1)  

 7. If (dIbatt is PB) then (a is T) (1)  

For deffuzification centroid method is used, while for ‘and’ 

method min operation is used and for ‘or’ method max 

operation is used. In the next section simulation results will 

demonstrate how the system behaves with and without UCs. 

V. SIMULATION RESULTS  

Figure 9. a) shows dc-link voltage without UCs being used. 

Fluctuations are rather big and are not caused only by the 

oscillating load but also by the poorly tuned boost controller.  

Fuzzy controller for boost converter was purposefully left 

poorly tuned because in this way time consuming tuning was 

avoided, but also half-bridge control could have been put to a 

test to maybe even unrealistic circumstances. This was 

reasonable because from the battery’s standpoint there was no 

difference in fluctuations caused by the variable load and 

those caused by the poorly tuned controller. Of course, after 

the tests were finished, boost converter was properly tuned, 

but tests with this configuration are omitted. Figure 9. b) 

shows dc-link voltage with the same control for boost 

converter as used in picture under a), but now with the UCs 

used and after the tuning of half-bridge controller. 

 
a) 

 
b) 

Figure 9. Dc-link voltage without a) and with b) UCs. 

It is obvious that voltage is now much steadier and this 

certainly reflects on battery stress. Figure 10. shows the 

change in dc-link voltage error. Again, significant 

improvement is visible. Without the UCs, the change in error 

oscillates within the range of 0.1 volts, while with UCs within 

the range of 0.01 volts.     

 
a) 
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b) 

Figure 10. Change in dc-link voltage error without a) and with b) the UCs. 

Figure 11. depicts the change in the battery current. In the 

case without the UCs, it oscillates within the range of 0.03 

amperes, while in the case with the UCs used the change 

oscillates within the range of 6*10-4 amperes and thus UCs 

have successfully helped in optimizing battery working 

conditions and thus improved their life expectancy.  

 
a) 

 
b) 

Figure 11. Change is battery current without a) and with b) the UCs. 

Figure 12. shows the battery current. It can be seen that the 

peak current is lowered. In cases of sudden change in the 

battery current, fuzzy controller of half-bridge is tuned to 

dramatically change duty cycle and thus inject energy in dc-

link and stop the change. In this way surges of energy caused 

by braking and acceleration are mitigated.  

 
a) 

 
b) 

Figure 12. Battery current without a) and with b) the UCs. 

 

Figure 13. show a peak in the UCs’ current of over 40 

amperes which suggests that the most of the energy needed is 

supplied from UC bank rather than from battery. Mean value 

then drops but not to zero which suggests that additional 

tuning should be done in order to make UCs’ current drop to 

zero so that they save energy for acceleration.  

 
Figure 13. The UCs current.  

Figure 14. shows the motor speed curve, which suggests 

that after acceleration the speed reference is changed (at 0.15 

seconds), so that breaking could be simulated.  

 
Figure 14. Motor speed. 

VI. CONCLUSIONS AND FUTURE WORK CONSIDERATIONS  

Based on the simulation results shown in the previous 

chapter it can be concluded that UCs improve working 

conditions of the batteries and thus, by judging what causes 

the batteries to deteriorate, increase their life expectancy and 

can be used to optimize system performance by using simple 

and straightforward control strategy. By observing battery 

voltage, it has been shown that fuzzy control can govern UCs 

energy flow in the required manner. In some future work, 

though, these improvements could be quantized in more detail. 

Next, a bigger motor drive could be used, so that more serious 

braking and acceleration conditions could be simulated. Also, 

the research of how easily this control strategy could be used 

in case of HEV or EV with fuel cells can be pursued. 
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Abstract—This paper analyses the possibility of decreasing the 

active power losses in 110 kV transmission network in BiH/RS by 

using phase shifting transformer. The network before and after 

connection of phase shifting transformer on the line with the 

largest power flow is simulated by a commercially available 

software package. The optimal phase shift required to minimize 

the overall losses in the transmission network is determined by a 

search through simulation results. 

Keywords - phase shifting transformer, power flows, power 

losses. 

I.  INTRODUCTION 

The main role of Phase Shifting Transformer (PST) is to 
control active power flows in a steady state in transmission 
networks with many line loops and parallel lines [1]. 

The PSTs are devices of a great significance in current 
tendency for increasing transmitted power through existing 
lines and improving the efficiency of the network. Modern 
transmission networks are usually loaded close to their 
transmission limits. The PST is proposed as one of the most 
cost-effective solution that efficiently controls the flows of 
active power through network, and therefore optimizes network 
operation, improves system stability and thus reduces the 
active power losses. 

Apart from avoiding overloading and instability problems 
in transmission networks, PSTs can help to decrease 
operational costs by performing optimized delivery of energy 
to consumers in post-failure state (state after damage). 
Furthermore, by using PSTs, investments in electrical power 
system (EPS) can be postponed by using the existing 
transmission lines operating on the limits of their thermal 
capabilities without overloading. 

Phase shifting transformers are used for [2]: 

 controlling active power flows in parallel lines, 

 increasing of transmission capacities without violation 
of n-1 safety criterion, 

 increassing the system reliability, 

 decreasing the post-failure line overloads, 

 eliminating unwanted power flows, 

 removing bottlenecks in the network caused by 
concentrated power injection. 

This paper describes the importance of using PSTs in the 
regulation of active power flows through lines of 110kV 
network in the part of electric power system of Bosnia and 
Herzegovina, with the aim of decreasing overall active power 
losses. 

The paper is organized in two parts. The first part gives the 
basic principles of PSTs, while in the second part a computer 
model of 110kV network in program package PowerWorld 
Simulator (PWS) [3] is developed, in order to calculate power 
flows and active power losses in an EPS for the case with and 
without using the PST. Results of the calculation are given at 
the end of the paper. 

II. PHASE SHIFTING TRANSFORMER 

Due to mainly inductive character of transmission lines of 
the EPS, the active power flow between the source and 
consumer is defined by phase difference between voltages on 
the input and output of the line. In order to control active power 
flows, the phase shifting transformer can be used. The voltage 
phase shift is based on proper connection of the primary and 
secondary phase windings of the PST. 

The active power P that is transmitted by transmission line 
from the sending node k to the receiving node m, (Figure 1a), is 
calculated by [4]: 

  .sin
X

UU
P mk

L

mk  


  (1) 

From (1) it can be seen that active power P is proportional 
to the modules of voltage at the beginning and the end of 
transmission line, the sine of the phase angles difference 
between the beginning and the end of the line, and also 
inversely proportional to the reactance of the line XL. 

Relation (1) gives the basics for possible techniques of the 
active power flow control through a network branch. As 
voltage modules do not change significantly in normal 
operation (values are defined by standards), and reactance of 
transmission line XL is constant in normal operation modes, the 
difference of phase voltage angles θk ˗ θm remains a possibility 

for controlling the active power flows. 
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Figure 1. Transmission line with and without PST [4] 

If the PST is placed between the nodes k and m on a 
transmission line (Figure 1b), the equation (1) is modified to: 

  ,sin
XX

UU
P mk

PSTL

mk  



  (2) 

where XPST is the reactance of PST, and   is the phase angle 

of PST. 

Figure 2 gives a comparison of the transmission of active 
power through the line with and without PST. The line 
parameters are Uk = 1.050∠0° [p.u.], Um = 0.997∠0.475° [p.u.], 
and XL = 0.205[p.u.], while the parameters of PST are 
XRFT = 0.125 [p.u.] and α = 20°. 

0 20 40 60 80 100 120 140 160 180
0

1

2

3

4

5

P
 [

p
.u

.]

(
k
-

m
+) [ o ]

 

 

Active power without a PST

Active power with a PST

 

Figure 2. Active power flows without and with a PST 

From the Figure 2 it can be seen that by using PST the 
transmitted active power can be increased if the angle 

  mk
 ranges between 0° and 26.93°. 

A. Principles of Operation of Phase Shifting Transformer 

The general principle of operation of PST is based on the 
connection of a part of one phase winding to the winding of 
another phase. In order to obtain a quadrature voltage ΔU for 
the phase shift regulation, the simplest solution is to use delta-
connected winding on the secondary side [5]. Figure 3 shows 
connection of the secondary phase windings of phase L2 and L3. 
The secondary windings are split into two halves and 
connected in series with phase winding L1. The regulating 
winding is connected by using on-load tap changer which 
provides regulation voltage ΔU and the phase-shift angle [5]. 

The phase diagram (Figure 4) shows the change of phase 
angle between input and output voltages for no load conditions, 
i.e., without considering the voltage drops in the transformer. It 
also should be noted that the currents in the two halves of the 
series winding IL1 and IL2 are not in phase. This is different 
from normal power transformers and has consequences with 
respect to the internal flux distribution [5]. 

 

Figure 3. PST in delta-connection [5] 

 

Figure 4. Phase diagram [5] 

III. MINIMIZATION OF ACTIVE POWER LOSS BY 

APPLICATION OF PHASE SHIFTING TRANSFORMERS 

In order to minimize the losses of active power in 110 kV 
transmission network of Bosnia and Herzegovina (Figure 5), a 
computer simulation of power flows before and after inserting 
PST is made in PWS.  

The considered 110kV network is supplied from substation 
Banja Luka 6 and hydropower plants HPP Bocac and HPP 
Jajce, and has both single and dual lines. 

The powerful 400kV network that supplies the substation 
Banja Luka 6 is modeled as a slack generator. Dual lines of 
110kV network are modeled by the single line equivalents. The 

line parameters are given in the Table I. 
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Figure 5. Part of 110kV network in BiH/RS [6]

The active power flows and losses for 110kV network from 
Figure 5 are at first calculated without the PST and this is 
considered as the base state. After that, the PST is placed on 
the line with the largest active power flows, in order to control 
active power flows through it and to decrease overall losses in 
the network. 

By placing a PST to a series with the line with the highest 
active power flow, it is expected that active power flows are 
changed in both the observed line and the surrounding lines. 
Due to active power flows change, the losses also change and 
they are calculated by: 

 ,
2

22

U

QP
RPloss


  (3) 

where R is the line resistance, P and Q are the active and 
reactive power flows at the sending (receiving) node of the 
line, and U is the voltage at the sending (receiving) node of the 
line. 

The model of the observed part of 110kV network in PWS 
is shown in Figure 6. 

TABLE I.  PARAMETERS OF TRANSMISSION LINES 

Transmission line 
Length 

[km] 
x [p.u.] r [p.u.] Note 

BL6 - Gradiška 38.2 0.12660 0.06330 Single line 

BL 6 – Prijedor 1 62.6 0.10373 0.05187 Dual line 

BL 6 – Prijedor 2 42.5 0.14085 0.07043 Single line 

BL 6 – BL 3 15.1 0.02502 0.01251 Dual line 

BL 6 – BL 1 12.7 0.02104 0.01052 Dual line 

BL 3 – HE Bočac 33.1 0.05485 0.02743 Dual line 

BL 1 – HE Bočac 37.2 0.06164 0.03082 Dual line 

BL 1 – BL 2 4.50 0.01491 0.00746 Single line 

BL 2 – BL 5 10.4 0.03447 0.01724 Single line 

BL 5 – Grbići 1.80 0.00597 0.00300 Single line 

HE Bočac – MG 15.4 0.02552 0.01276 Dual line 

HE Bočac – Jajce 1 23.3 0.03861 0.01931 Dual line 

MG – HE Jajce 1 19.3 0.03198 0.01599 Dual line 

Prijedor 1 – Prijedor 2 3.70 0.01226 0.00613 Single line 
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Figure 6. The PWS model of the system under consideration

The overall active power losses for the base case (without 

PST) for the observed network are 4.3033 MW. 

In order to reduce the active power losses, the PST is 
placed in series with a line with the highest active power flow 
(Hydropower plant Bočac - Grbići, Figure 5). The phase angle 
of PST is changed from -20° to 20° in steps of 1° and for each 
phase shift the overall active power losses in the network are 
calculated (Figure 7). 
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Figure 7. Overall active power losses as a function of the PST phase angle shift 

The minimum overall active power losses are obtained for 
the PST shift angle equaling approximately -6°. The losses are 

reduced down to 4.1965MW, which is 2.48% lower than in the 
base case. 

If the phase angle is further changed within the range of -6° 
to -7° (Figure 8) in steps of -0.1°, the minimum active power 
losses are obtained for the phase angle of -6.5° and they equal 
to 4.1878MW, or 2.68%. Relative decrease of overall active 
power losses in network as function of the PST phase angle 
shift is given in the Figure 8. Certainly, the resolution of the 
optimization search should be in a compliance with the 
resolution of the PST shift angle change. 
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Figure 8. Relative reduction of overall active power losses as function of the 

PST phase angle shift 
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The resulting change of the active power flows does not 

cause overload of any line in the observed network. The 

voltage conditions in the network upon installing the PST with 

set phase angle of -6.5° are also within their permissible 

limits. 

IV. SIMPLIFIED COST-BENEFIT ANALYSIS 

 

A simplified cost-benefit analysis for the proposed solution 

for minimizing power losses can be conducted by comparing 

the investment costs of PST and savings obtained through 

decreasing of the losses. Since the active power flow through 

the branch in which the PST is located equals 89.6434 MW, 

the PST with rated power of 100 MVA power can be used. A 

rough estimation of PST price is based on unit price of 

20 BAM/kW, which estimate the costs of PST at 2 millions 

BAM. The average price of electric power in EPS on 110kV 

voltage level is 0,035 BAM/kWh, resulting in the savings on 

losses of approx. 100 BAM per day, which implies that the 

simple period of return is as high as 55 years. Based on the 

given analysis it can be concluded that savings of 2.68% in the 

active power losses are not enough for the investment to be 

profitable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

In this paper a possibility of decreasing overall active 

power losses in transmission network by using PST is 

analyzed. The PST is placed on the line with the largest active 

power flow with the aim of obtaining optimal power flows 

that shall result in minimum power losses. The results of the 

simulation of a part of EPS of BiH/RS show that by 

controlling phase angle by PST, the overall active power 

losses can be reduced by 2.68%. For this particular situation, 

the proposed use of PST is not an economically acceptable 

solution. In further work, a methodology for optimal selection 

of location for the PST, which will include both technical and 

economical aspects, should be developed. 
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